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In many countries, fossil fuels are a vast energy resource in spite of the growing
sector of renewable energy resources. Large amounts of carbon dioxide is produced
by the power plants using fossil fuels, like coal, peat and natural gas. The CO2

emissions induce global warming which leads to the fact that releasing CO2 into
the atmosphere is no longer environmentally sustainable.
A common technology for carbon dioxide recovery is the post-combustion carbon
dioxide capture via absorption. The post-combustion carbon-dioxide capture is
conducted typically in structured packed bed columns which have large dimen-
sions, since the �ue gas streams to the absorber are vast. Controlling the �ow is
di�cult due to the large dimensions and maldistribution is a real problem. Mald-
istribution of the �ue gas and the liquid solvent in the absorber bed decrease mass
transfer e�ciency in the column.
In this work, �ow �eld and gas phase distribution in a structured packed bed
column is studied by means of computational �uid dynamics (CFD). A porous
medium model for a structured packed bed is created with aid of experimental
results from literature. The porous medium model is validated against pressure
loss measurements and maldistribution measurements. According to the compar-
ison between simulations carried out and experimental results from literature, the
anisotropic porous model seems to capture the gas phase maldistribution quite
well. Finally, the model is applied for an industrial scale column, and it is noticed
that it is not guaranteed that a severe maldistribution will smooth out even in a
relatively high bed.
Flow in a packed bed is complicated, thus simpli�cations were made in this study.
In order to increase the model reliability, some propositions for improving the
model are given in the end of this work.

Keywords: computational �uid dynamics (CFD), packed bed, porous medium,
anisotropic porous model, OpenFOAM
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Monissa maissa fossiiliset polttoaineet ovat edelleen merkittävä energianlähde
huolimatta kasvavasta uusiutuvan energian sektorista. Fossiilisia polttoaineita,
kuten hiiltä, turvetta ja maakaasua, käyttävät voimalaitokset tuottavat suuria
määriä hiilidioksidia. Hiilidioksidipäästöt edistävät ilmaston lämpenemistä ja sen
vuoksi hiilidioksidin päästäminen ilmakehään ei ole ympäristön kannalta kestävä
ratkaisu.
Hiilidioksidin talteenotto savukaasuista absorption avulla on yleinen teknologia
hiilidioksidipäästöjen vähentämiseksi. Absorptiokolonnit hiilidioksidin talteenoto-
ssa ovat tyypillisesti suuria dimensioiltaan suurien savukaasumäärien vuoksi. Vir-
tauksen hallinta suuressa kolonnissa voi olla vaikeaa. Kaasu- ja nestefaasin epäta-
sainen jakautuminen absorptiokolonnissa on ongelma, sillä se heikentää kolonnin
aineensiirtotehokkuutta.
Tässä työssä kaasun jakautumista strukturoidussa täytekappalepedissä tutkitaan
laskennallisen virtausmekaniikan keinoin. Strukturoidulle täytekappalepedille
muodostettiin malli perustuen virtaukseen huokoisen aineen läpi. Malli muo-
dostettiin ja validoitiin kirjallisuudesta löytyneiden kokeellisten tulosten avulla.
Simulointi- ja kokeellisten tulosten vertailun perusteella voidaan sanoa, että mallin
avulla kaasufaasin jakautuminen voidaan ennustaa. Anisotrooppisen huokoisen
aineen mallia täytekappalepedille sovellettiin teollisuusmittakaavaa vastaavaan
kolonniin, ja huomattiin, etteivät erot kaasun nopeusjakaumassa välttämättä
tasaannu korkeassakaan strukturoidussa täytekappalepedissä.
Virtaus täytekappalepedissä on monimutkainen ja työn lopussa on ehdotettu ai-
heita, joita tutkimalla mallin luotettavuutta voitaisiin parantaa.

Avainsanat: laskennallinen virtausmekaniikka (CFD), täytekappalepeti,
huokoinen aine, anisotrooppinen huokoisen aineen malli, Open-
FOAM
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Symbols and abbreviations

Symbols

a speci�c area m2/m3

aN matrix coe�cient corresponding to the neighbour N
aP matrix coe�cient corresponding to the point P
A area m2

Ap surface area of the packing m2

c speed of sound m/s
Cs gas capacity factor Pa0.5

CV maldistribution factor
dh hydraulic diameter m
dij viscous term coe�cient in Darcy-Forchheimer Eqn. 1/m2

D diameter m
fij inertial term coe�cient in Darcy-Forchheimer Eqn. 1/m
e internal energy m2/s2

e1, e2, e3 local coordinates
F mass �ux through a face
FS vapour (gas) capacity factor Pa0.5

g body force m/s2

hL liquid holdup
h enthalpy m2/s2

H height m
k thermal conductivity W/mK
k turbulence kinetic energy m2/s2

K permeability tensor
ṁ mass �ux kg/s
Ma Mach number
Mf maldistribution factor
n normal vector
N number of measuring points
r radius m
R radius m
R individual gas constant J/kgK
Re Reynolds number
p pressure Pa
s0 liquid �lm thickness m
Sf face area vector
S strain rate tensor
Si source term
t time s
T temperature K
uV super�cial gas or vapour velocity m/s
uV 0 relative gas or vapour velocity m/s
uL liquid velocity m/s
uL0 relative liquid velocity m/s
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u+ dimensionless velocity
U velocity vector m/s
Vl liquid volume m3

Vc column volume m3

Vp packing volume m3

x position vector
Q source term
x, y, z global coordinates
y+ dimensionless distance from the wall
α inclination angle
α di�usion factor
αp pressure under-relaxation factor
αu velocity under-relaxation factor
ε void fraction m3/m3

εn convergence error
λ eigenvalue
κ von Kármán constant
ν kinematic viscosity m2/s
νT turbulent kinematic viscosity m2/s
µ dynamic viscosity kg/ms
ω turbulence kinetic energy speci�c dissipation 1/s
φ general quantity
φ porosity
ψ eigenvector
ρ density kg/m3

τ shear stress tensor kg/m2s2

Abbreviations

CFD Computational Fluid Dynamics
DNS Direct Numerical Simulation
HETP Height equivalent to theoretical plate
NTP Number of theoretical plates
LES Large Eddy Simulation
RANS Reynolds Averaged Navier Stokes
RHS Right-hand-side
SST Shear stress transport
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1 Introduction

In many countries, fossil fuels are a vast energy resource in spite of the growing
sector of renewable energy resources. Large amounts of carbon dioxide is produced
by the power plants using fossil fuels, like coal, peat and natural gas. A typical
volume fraction of carbon dioxide in �ue gases from power plants is 4− 14 %. The
CO2 emissions induce global warming which leads to the fact that releasing CO2

into the atmosphere is no longer environmentally sustainable.
One solution to decrease the carbon dioxide emissions is the recovery of carbon

dioxide from the �ue gases. Several technologies for recovering exists, but post-
combustion carbon dioxide capture via absorption can be regarded as one of the most
important technologies. The post-combustion carbon-dioxide capture is conducted
typically in an absorption column which has large dimensions, since the �ue gas
streams to the absorber are vast. Additionally, the solvents are usually fed to the
absorption column from the top of the column and �ue gases from the bottom, which
may create a very complex �ow �eld into the column. The controlling of the �ow is
di�cult due to the large dimensions and the maldistribution is a real problem. The
maldistribution of the �ue gas and the liquid solvent in the absorber bed decreases
mass transfer e�ciency in the column.

In this work, a �ow �eld and a gas phase distribution in a structured packed
bed column is studied by means of computational �uid dynamics (CFD). Struc-
tured packed beds are commonly used for example in absorber columns, like post-
combustion CO2 absorber columns.

The research is part of the Carbon Capture And Storage Program (CCSP) of
CLEEN Ltd. and Neste Oil Oyj/Neste Jacobs Oy is one of its shareholders. The
research within CCSP concentrates on carbon neutral energy production and this
study especially on the gas puri�cation with CO2-amine absorbers.

Currently, CLEEN Ltd. manages six on-going research programs; Distributed
Energy Systems (DESY), E�cient Energy Use (EFEU), Carbon Capture and Stor-
age Program (CCSP), Future Combustion Engine Power Plants (FCEP), Measure-
ment, Monitoring and Environmental E�ciency Assessment (MMEA) and Smart
Grids and Energy Markets (SGEM). The present study is made under Carbon Cap-
ture and Storage Program (CCSP) whose research agenda deals with carbon neutral
energy production. [1]

Previously, a lot of CFD simulations for absorber and other columns have been
modelled at Neste Jacobs Oy to study for example �ow distribution in a column. In
those simulations, the packed beds in columns are taken into account as an isotropic
porous medium, which cannot capture the maldistribution of the phases in the bed.
The �ow in the packed bed itself has not been an object of interest, but for example
the �ow �eld below the bed. The packed bed modelled with the isotropic porous
media has been modelled only to provide the appropriate pressure loss across the
bed. With the model presented in this study the e�ect of the gas maldistribution
in the bed can also be taken into account.

In this study, the goal is to analyse the gas phase distribution in the column with
means of computational �uid dynamics. It is assumed, that gas maldistribution is



an indicative of the liquid maldistribution, too. Packing in the absorption column
is considered to be Sulzer's Mellapak 250Y structured packing, which is widely
used in absorption columns. This kind of corrugated structured packings have the
preferential �ow direction in the direction of the channels. This leads to good radial
spreading, but can also cause maldistribution of the phases, which lowers the column
e�ciency. Therefore, it is essential to take the preferential �ow directions into
account when modelling structured packing.

The calculations are done with open source CFD software package OpenFOAM.
The applicability of models describing �ow in porous medium for this problem is
studied. Calculations for validating the model are made for a laboratory scale col-
umn and the results are compared to experimental results from literature. Eventu-
ally the calculations with only gas phase are made in an industrial scale column.
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2 Carbon Capture and Storage (CCS)

Carbon Capture and Storage (CCS) refers to the capture of CO2 emissions from the
usage of fossil fuels like oil, coal, peat and natural gas. In spite of the increasing
amount of renewable energy production, fossil fuels remain a vast energy resource for
many countries. The CO2 emissions induce global warming which leads to the fact
that releasing CO2 into the atmosphere is no longer environmentally sustainable.
Therefore, the abatement of greenhouse gases from the combustion and processing
of fossil fuels and reduction of the local pollution is an important technological and
political issue today. [3]

Carbon capture and storage is applied to fossil fuelled power plants, in industrial
processes and in the fuel production and transformation sectors. The CCS chain in-
cludes capturing CO2, transporting and �nally storing CO2 securely in subterranean
geological structures [3].

There are three main capturing technologies for CCS: oxyfuel combustion (deni-
trogenation), pre-combustion capture and post-combustion capture. In oxyfuel com-
bustion the fuel is combusted in oxygen instead of air. This leads to higher concen-
tration of CO2 in the �ue gas and thus the removal of CO2 is more e�cient. This
method requires an additional air separation unit in the plant in order to obtain
pure oxygen for the process.

In CO2 pre-combustion capture the fuel is gasi�ed, when carbon monoxide (CO)
and hydrogen (H2) is produced. Gasi�cation is conducted in high temperatures and
pressure. The resulting CO and H2 react with steam and they are shifted into CO2

and H2. The CO2 is removed from the exhaust stream and the H2 can be used as a
fuel for a gas turbine.

In the post-combustion capture the CO2 is absorbed from the �ue gas into the
solvent in absorption column. Solvents applied can be for example aqueous amines
or chilled ammonia. After absorption, the CO2-rich solvent is led to a stripper
column, where the CO2 is separated from the solvent by heating. The separated
CO2 is compressed for transport and storage. The regenerated solvent is fed again
to the absorption column. In this work, a post-combustion technology is studied.

The best CCS technology for the power plant depends on the type power plant
and its fuel characteristics. The post-combustion capture based on chemical absorp-
tion is the preferred technology for current coal- and gas �red power plants. For
coal �red integrated gasi�cation combined cycle plants the pre-combustion capture
with physical absorption would be the best technology. CCS requires energy and
therefore it adds the costs and reduces energy e�ciency. The expected extra fuel
consumption caused by carbon dioxide recovery is 10 − 40 % and the increment in
the costs of the generation of electricity would be 20− 90 % [5]. The highest target
capture rates are frequently 85−90 % [3]. By improving the CCS technology designs
CO2 capturing can be made more e�ective and pro�table.
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3 Structured packing columns

3.1 Column structure

Packed bed columns are typically used in chemical industry for separation processes,
e.g. absorption, distillation or stripping. In a packed bed column the most essential
element is the packed bed itself, but the column consists of several other elements,
too. The column geometry is normally cylindrical or rectangular. In addition to
the packed bed, inside the column there are support structures for the packing
installation, gas and liquid distributors and liquid collectors. There can be multiple
separate packed beds in one column. Fig. 1 shows the structure of a typical packed
bed column.

Figure 1: A packed bed column and its internal structures: (a) liquid distributor, (b)
liquid collector, (c) packed bed, (d) support plate, (e) maintenance access, (f) liquid
redistributor [7].

3.1.1 Packings

There are a variety of packings available for separation process applications. The
most general packings can be divided into two groups: random and structured
packings [12]. Random packings are pieces of packing of a speci�c geometrical
shape like presented in Fig. 2. Random packings are dumped into the column so
that they form a packed bed of a random order of packing pieces.
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Figure 2: Random packings: (a) Raschig-rings, (b) ceramic Berl-saddle, (c) metallic
Pall-ring, (d) ceramic Intalox saddle, (e) plastic Intalox saddle, (f) IMTP. [6].

Structured packings are elements of corrugated sheets which form channels as
can be seen in Fig. 3. The packing elements are piled into a column above each
other. Usually the packing elements are rotated 90◦ with respect to the layer below
in order to obtain varying directions for the channels in the bed.

The structured packing has normally lower pressure drop per mass transfer ef-
�ciency in comparison to random packing but random packings are signi�cantly
cheaper. For atmospheric processes random packings are competitive but in higher
pressure the structured packing is better because of the better e�ciency [12].

One example of structured packing is the trademark Mellapak manufactured by
Sulzer Chemtech. Mellapak type structured packing is widely used in petrochemical,
oil and gas industries and exhaust air cleaning. Mellapak 250Y structured packing
shown in Fig. 3 is selected for this work because of its usage for example in CO2

absorber columns. The number 250 refers to the speci�c area of the packing (Chapt.
3.3.1) and letter Y to the inclination angle of the channels.

The channels in structured packings are inclined to a certain angle which is
denoted by X and Y. An X-type channel is inclined at 60 degrees to the horizontal
line and Y-type at 45 degrees correspondingly. The greater the inclination angle,
the lower the pressure drop. Flow path is in case of 60 degrees inclination shorter
than in 45 degrees inclination. Therefore e�ciency in case of greater inclination
angle is lower compared to less inclined packing [13, p.13]. The separation e�ciency
of Mellapak 250Y is presented in Fig. 4.

Sulzer has a variety of Mellapak-type structured packings for di�erent applica-
tions, which di�er from each other mainly by speci�c area of the packing. There are
packings available manufactured of various materials, which can be chosen according
to the application. [17]
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Figure 3: Mellapak 250Y structured packing from Sulzer [17].

Table 1: Mellapak 250Y properties.

Speci�c area of the packing a 250 m2/m3

Void fraction ε 0.96
Channel inclination α 45◦

Figure 4: Separation e�ciency of the Mellapak 250Y and 250X [17]. Explanations
for F and HETP are in Chapt. 3.3.
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3.2 Operation

The columns are usually operated co-current or counter-current. In both cases the
liquid distributor is at the top of the column. In a counter-current operating column,
which is mainly applied in columns for separation processes, the gas inlet is at the
bottom of the column. In co-current operating column the gas inlet is at the top of
the column.

For example, in the case of CO2-amine absorber, �ue gas containing CO2 and
lean amine solvent �ow through the packed bed. It is a counter-current �ow system
as the �ue gas is fed from the bottom and amine solvent from the top of the column.
The purpose of the packing is to provide the column with a maximal contact area
between the phases, as the liquid �ows as a �lm along the packing surface and gas
�ows in the middle of the channels. The CO2 is absorbed to the solvent and the
rich solvent �ows down to the bottom of the column and is collected and routed to
the stripper. In the stripper, CO2 is removed from the rich solvent and collected.
The lean solvent is led again to the top of the absorber column. The puri�ed gas
from the absorber can be vented to the atmosphere from the top of the column.
A schematic presentation of the CO2 absorber-stripper system is shown in Fig. 5,
where the absorber is referred as scrubber.

Figure 5: A schematic �gure of a CO2 absorber-stripper system [8].
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3.3 Hydrodynamics of the packed bed columns

3.3.1 Key characteristics

In this chapter some of the essential quantities that are characteristic for packed
bed columns and their hydrodynamics are presented. The �ow system in packed
bed columns can be either co-current or counter-current, as explained in Chapt.
3.2. In the ideal case the liquid �ows as a �lm of an uniform thickness s0 along the
packing surface and gas �ows in the middle of the channels.

Speci�c area a is the ratio of the surface area of the packing to the volume of
the bed

a =
Ap
Vp

(1)

where Ap is the total area of the surface presented by the bed of the packing and
Vp is the packing volume [15]. The void fraction of the packing ε can be calculated
from

ε =
Vc − Vp
Vc

(2)

where Vc is the column volume. According to Ref. [12], hydraulic diameter for the
packing can be de�ned in a following way with the void fraction of the packing ε
and the speci�c area a:

dh = 4
ε

a
(3)

Hydrodynamics of di�erent packings used in di�erent systems are compared usually
with gas capacity factor Cs instead of the gas velocity uV

Cs = uV

√
ρV

ρL − ρV
(4)

At low pressures ρV is low compared to ρL. Values of
√
ρL are very similar in case

of practically all liquids. Therefore, Eqn. (4) can be simpli�ed to the following
expression, which is also called gas capacity factor.

FS = uV
√
ρV (5)

A pressure drop is often used as a parameter for a comparison of di�erent packings,
because the pressure drop causes usually most of the operating costs for an absorp-
tion process for example. This is because the energy costs of the blower needed to
cover the pressure drop. The pressure drop is usually presented as a function of the
gas capacity factor, as

∆p

H
= f(FS) (6)

where ∆p is the pressure drop, H is the packed bed height and FS is the gas capacity
factor de�ned by Eqn. (5) [12]. When a packed bed column is designed, a maximum
pressure loss is de�ned. From the pressure loss the minimum diameter with a chosen
packing can be estimated by using pressure drop correlations. There are several
pressure drop correlations available, but often the restrictions of the correlations
are unknown which makes the application of them di�cult. Further information on
pressure drop correlations is found for example in Ref. [6].
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3.3.2 Liquid holdup

In case of a counter-current operated column, liquid �ows in a �lm of a thickness s0

at velocity uL counter-current to the gas �ow with velocity uG. The thickness of the
liquid �lm can be approximated with liquid holdup and speci�c area of the packing

s0 =
hL
a

(7)

where a is the complete wetted area of packed surfaces. In the case that surfaces
are not completely wetted a is the hydraulic area ah [15]. The liquid holdup hL is
the volume of the liquid Vl in the column divided by the whole packing volume Vp

hL =
Vl
Vp

(8)

The liquid holdup consists of static and dynamic liquid holdups. Static holdup
hL,s means the liquid staying in the packing because of the capillary forces when
irrigation is stopped. Dynamic holdup hL,d stays in the packing because of the
resistance forces. The dynamic holdup increases as the liquid super�cial velocity
uL0 or packing surface area increases and it decreases with increasing liquid density
[13].

Fig. 6 represents the liquid holdup hL as a function of gas load uV . It can be
seen that liquid holdup remains constant with an increasing gas load until a loading
point uV,S, when the liquid starts to increase with gas velocity. After that the
liquid holdup increases until the maximum value, which is the �ooding point uV,F l,
is reached. Flooding means that liquid �lls the whole column at some cross-section
or �lls the �ow channels in a part of the column, which makes the operation of the
column di�cult. The gas velocity at loading point uV,S is approximately 70 % of
the gas velocity at the �ooding point uV,F l [15]. For example in Fig. 6 the loading
point is 65 % of the gas velocity at the �ooding point.

If a column with a two-phase counter-current �ow system is operated at a loading
range between the loading and �ooding points, the downward stream of liquid is no
longer independent of the gas load because it is held up by the shear forces in the
gas stream. According to experiments below the loading point uV,S, the gas �ow
does not have a signi�cant e�ect on liquid holdup [15].

The correlations for obtaining the liquid holdup for arbitrary operation condi-
tions can be divided into two groups: correlations below and above the loading
point. Liquid holdup correlations are applied to estimate the residence time for
mass transfer e�ciency calculations or liquid holdup e�ect on the pressure loss and
�ooding [6]. Further information on the liquid holdup correlations can be found in
Ref. [6].

The liquid phase in�uences the hydrodynamics of the gas phase in two ways.
First, an increasing liquid holdup increases the gas velocity according to the following
expression

uV =
uV 0

1− ε− hL
(9)
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Figure 6: Liquid holdup as a function of gas velocity uV [14].

Second, the pressure drop in a dry packing depends on the relative gas velocity uV 0

but in an irrigated packing it depends on the sum of the gas velocity and the liquid
velocity at the interface of the gas phase uV 0+uL0. Because the gas velocity is usually
many times greater than the liquid velocity, the second e�ect can be neglegted. [12]

3.4 Mass transfer

The number of theoretical stages or plates N is one parameter used to determine
the e�ectiveness of the columns. The theoretical plate is the apparatus volume
where the concentration of the component at the outlet is equal to the equilibrium
concentration at the inlet i.e. a height after which the phases are in vapour-liquid
thermodynamic equilibrium. The height of the packing can be calculated by the
equation

H = NTP ·HETP (10)

where NTP is the number of theoretical plates determined for example by the
McCabe-Thiele diagram and HETP is the height equivalent to theoretical plate,
which is determined for di�erent packings [12]. HETP can be estimated with cor-
relations and some correlations are presented in Ref. [6]. In Fig. 7 an example of
a McCabe-Thiele diagram is presented and a method for obtaining the number of
theoretical stages is explained in Ref. [15, p.17-19].

In Fig. 8HETP is presented as a function of the vapour rate Cs. The region from
point (B) to (C) presents the constant separation e�ciency. As Cs increases from
point (C), the vapour �ow starts to interact with the liquid phase. This interaction
improves the packing mass transfer e�ciency because of the interaction of phases.
The e�ciency increases until the point (E), where HETP has its minimum. After
point (E) the additional axial mixing of the liquid phase because of the increasing
vapour �ow cause the reduction of the e�ciency. It can be seen that column can
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Figure 7: McCabe-Thiele diagram [12].

operate up to the �ooding point (F) but the maximal e�ciency is reached in point
(G).

Figure 8: Height equivalent to theoretical plate as a function of vapour rate [12].

The intensity of the mass transfer processes G in Eqn. (11) can be measured
with the amount of substance transferred in a unit of packing volume per unit of
time

G = KGaeVp∆G = KLaeVp∆L (11)
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where KG and KL are overall mass transfer coe�cients for gas- and liquid side con-
trolled mass transfer, ae e�ective packing surface area, Vp packing volume, ∆G and
∆L the driving forces of the mass transfer process calculated by the concentration
of the gas/liquid. To increase the G-value for a volume Vp, the values of KG (KL)
and ∆G (∆L) must be increased. The �ow rates for a speci�c apparatus are �xed
preliminary so the driving forces cannot be used for intensi�cation of a given pro-
cess. Increasing the gas and the liquid velocities improves the partial mass transfer
coe�cients, which in turn increases the overall mass transfer coe�cient and ae but
it also increases the pressure drop, which has great e�ect on the operating costs.
A velocity increase is also limited by the loading and �ooding points. The only
possibility left for intensi�cation is a more e�ective packing.

To have good mass transfer characteristics the packings in the packed bed column
should allow operation at high gas and liquid super�cial velocities at small hydraulic
diameter of the packing. The packing should break the liquid �lm frequently and
coalescence and break drops and jets in the free volume of the packing. As stated
earlier, the energy necessary for the blower to cover the pressure drop is usually the
main part of the energy operating costs for absorption processes. Therefore, the
pressure drop should be as low as possible. Packing material must also endure in a
corrosive environment and process temperatures.[12]

3.5 Distribution of the phases in the packing

Most of the theoretical models for calculating packed beds are valid for the case
where the distribution of phases over the cross-section of the column is uniform.
However, in real columns the phases are unevenly distributed. The maldistribution
of the phases has an in�uence on the e�ectiveness of the column.

The uniform distribution of two phases in a column means normally uniform dis-
tribution of the average super�cial velocities of the phases. The spatial distribution
of the phases is calculated for speci�c local packing cross-sections which corresponds
the dimensions of the channels formed in the packing. The maldistribution in the
packed bed can be divided in two types. The �rst maldistribution type, small-scale
maldistribution, is the real maldistribution of the phases over speci�c cross-sections.
The �rst type maldistribution depends on the geometry of the packing, but not on
the column design. The second maldistribution type, large scale maldistribution,
depends on the design of the column and is caused by the initial maldistribution of
the phases over the cross-section of the packing and the e�ects of the column wall
[12].

3.5.1 Liquid maldistribution

Liquid maldistribution in packed beds occurs because of the channeling of the liquid
�ow. Also walls induce maldistribution in liquid �ow, since the liquid tends to �ow
along the wall. The walls of the column have an e�ect on mass transfer even with a
large diameter column: the liquid to gas ratio is much greater under wall e�ect than
in the main packing. A wall e�ect can be eliminated by installing a horizontal wiper
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band into the column, which leads the liquid �owing down the wall back into the
packing. Liquid maldistribution reduces the column e�ciency, since the phases do
not interact e�ectively. Therefore, in industry the liquid is redistributed at speci�c
length intervals along the packed column.

The maldistribution of liquids in packed bed columns is investigated by many
researchers. For example, the results of Stikkelman [9] are presented in Fig. 9, where
the distribution of the liquid phase under Mellapak 250Y in two di�erent cases is
shown. In Fig. 9, the upper part shows the situation under the loading point and
the lower part over the loading point. It can be seen that above the loading point
the liquid maldistribution increases strongly.

Figure 9: The liquid velocity pro�le leaving the bottom of the Mellapak 250Y packing
(4 elements of packing) at a gas velocity of 2 m/s, Mf = 0.26 (upper part of the
�gure) and of 3.2 m/s, Mf = 1.74 in the lower part of the �gure. [9].

The e�ect of the liquid distribution on the column e�ciency is studied for exam-
ple in Ref. [11]. The results indicate that maldistribution of the liquid phase causes
reduction in e�ciency for both random and structured packings. For example, mald-
istribution induced by a chordal blockage caused approximately 30 % reduction in
e�ciency. Quality of the initial liquid distribution is noticed to be critical for col-
umn e�ciency and therefore liquid distributor designs have been improved over the
years.
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In this work, the liquid phase is not modelled because the multiphase �uid dy-
namics calculations are computationally too expensive for a limited schedule and also
because lack of the experimental results for validation. However, studying the gas
phase maldistribution by CFD provides input data for other modelling tools, such
as Aspen Plus [10], which in turn can be used to predict the in�uence of distorted
gas distribution on the �nal e�ciency of CO2 capture.

3.5.2 Gas maldistribution

In laboratory- and pilot-scale packed columns the gas distribution can be regarded
as uniform. However, in industrial scale when columns are of large diameter more
than 3 m [24], maldistribution of the gas phase may occur, particularly if the gas is
led into the column in radial direction [15]. Laboratory scale columns are usually less
than 0.5 m in diameter [24] and pilot scale columns less than 3 m. The di�erence
in liquid and gas �ows is that the �ow of the liquid phase is due to gravity and
gas phase due to pressure drop. Gas maldistribution can be investigated by using
statistic methods, theoretical models and experiments.

Maldistribution factor Mf for the gas �ow characterizes the divergence between
the real �ow and the ideal bulk �ow [12]

Mf =

√
1

N − 1

N∑
i=1

(
ui − ū
ū

)2

(12)

where N is number of the measuring points in the cross-section, ui is gas �ow at
point i, ū is the mean value of the velocity in a given cross-section.

Another way to characterize maldistribution is a coe�cient of variation of the
velocity measurements which is a measure for the magnitude of the maldistribution
[27]

CV =

[
1

At

N∑
i=1

Ai

(
ui − ū
ū

)2
]0.5

(13)

where At is the cross-sectional area, Ai area of a cell, ui the local velocity, N the
total number of cells and overall mean velocity is obtained from

ū =
1

At

N∑
i+1

Aiui (14)

If CV approaches zero, the �ow is uniform bulk �ow.
The quantity penetration depth PD refers to the height after which the value

of the Mf remains constant in the packing. According to penetration depth it
can be determined at which packing height the in�uence of the second type of
maldistribution for the gas phase can be neglected and the gas maldistribution in
the packing is only of the �rst type [12]. According to [18] the value of Mf is after
penetration depth Mf = 0.014 − 0.018. For example the experimentally obtained
value of the penetration depth for Mellapak 250Y is PD = (0.3− 0.4) m when the
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gas distribution device is a ring form inlet and PD = (0.6− 0.8) m when usual pipe
is used for gas distribution [19].

The experimental results on the gas �ow maldistribution are di�ering in the
conclusion whether the maldistribution of the gas phase a�ects on the e�ciency
and operation of the column or not. The scale of the column may be one thing
which a�ects on the di�erence in the results. In the small scale the e�ect of the
maldistribution may not be so obvious as in the larger scale columns.

The e�ect of the maldistribution of gas phase to the e�ciency of the column was
studied by Cai et al. [21] and according to them the vapour maldistribution in a
column of 1.22 m diameter does not have a signi�cant e�ect on packing e�ciency.

Oluji¢, Haaring and van Baak [20] made experiments in a column of 1.4 m in-
ner diameter concerning the relation between a severe initial maldistribution in gas
�ow and its e�ect on the structured packed bed hydrodynamics. The packing used
was Montz-pak B1-250. The initial maldistribution to the gas �ow was obtained
with a chordal plate blockage and central blockage, which simulate the real obsta-
cles and initial distributions in the column which may occur in the column. The
geometries of the blocking plates are seen in Figs. 55 and 57. According to the
results the gas maldistribution generated by the chordal blockage penetrates deep
into the structured packed bed, especially in the case where the orientation of the
�ow channels is parallel to the side of the chordal blockage. The maldistribution in
a gas �ow causes a premature loading of the bed. In case of premature loading there
is a larger pressure drop at design load than normally. According to the results the
gas maldistribution a�ects the liquid phase in the lowest part of the bed by forcing
the liquid phase to get maldistributed too, which could reduce the mass transfer
e�ciency in the column. Though the orientation of the �ow channels of the packing
perpendicular to the side of the chordal blockage in the �rst layer of the bed seem
to smooth out the initial gas maldistribution faster, since in that case the gas pen-
etrates within one layer into the blocked area of the bed. This also considered the
reason why in Ref. [21] the chordal blockage did not cause reduction in e�ciency of
the column. [20] According to [27] the maldistribution of the gas phase leads also
to the increasing of the pressure drop across the bed as is shown in Fig. 10, where
the most severe maldistribution is induced by chordal blockage at the inlet.

Figure 10: Pressure as a function of the gas capacity factor F in case of di�erent
blockages at the inlet. [27].
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4 Computational �uid dynamics

4.1 Fundamental equations

Mathematically the �uid �ow can be presented with the following equations which
are in their conservation form in Eqns. (15)-(17). They can be derived from simple
physical principles.

Continuity equation Eqn. (15) states that mass is conserved, i.e. mass that �ows
in, also �ows out. Continuity equation includes the time derivative and convection
term, but no source terms due to its nature.

∂ρ

∂t
+∇ · ρU = 0 (15)

Momentum equation arises from the Newtons second law i.e. F = ma. Momentum
equation is called after its inventors Navier-Stokes equations, but commonly in the
literature the name refers to the whole equation group Eqns. (15) - (17). Momentum
equation includes a time derivative, convection term, pressure gradient, di�usion
term and body force term, which can be for example gravity.

∂ρU

∂t
+∇ · ρUU +∇p = ∇ · τij + ρg (16)

Energy equation Eqn. (17) comes from the �rst law of thermodynamics which states
that energy can change from one form to another but not vanish. Energy equation
contains the time derivative, combined convection term and pressure gradient, heat
conduction term and friction term.

∂ρ(e+ |U|2/2)

∂t
+∇ · ρU(e+ |U|2/2 + p/ρ) = ∇ · k∇T +∇ · (U · τij) (17)

where the internal energy and pressure divided by density can be expressed as �uid
enthalpy h

h = e+
p

ρ
(18)

The right-hand side of the Eqns. (15) - (17) describes the e�ect of the �uid viscosity
and if it is removed, the equation group is called Euler equations, which describes an
inviscid �ow. The complete derivation of Eqns. (15)-(17) is presented for example
in Ref. [31].

For a newtonian �uid, for which linear relationship between shear stress and
velocity gradient satis�es, the viscous stresses are

τij = µ

(
∂ui
∂xj

+
∂uj
∂xi

)
− 2

3
µδijλ(∇ ·U) (19)

where δij is Kronecker delta

δij =

{
0, if i 6= j
1, if i = j

(20)
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In index form Eqns. (15) - (17) can presented in the following way

∂ρ

∂t
+
∂(ρuk)

∂xk
= 0 (21)

∂(ρui)

∂t
+
∂(ρuiuj)

∂xj
+
∂p

∂xi
=

∂

∂xj

[
µ

(
∂uj
∂xi

+
∂ui
∂xj
− 2

3
δij
∂uk
∂xk

)]
+ ρgi (22)

∂[ρ(e+ ukuk/2)]

∂t
+

∂

∂xj
[ρuj(e+ ukuk/2 + p/ρ)] =

∂2kT

∂xj∂xj
+
∂uiτij
∂xj

(23)

where τij is de�ned in Eqn. (19). Index i refers to the direction of the equation and
indices j and k are dummy indices that vanish according to the Einstein's summation
convention. In case of an incompressible �ow the energy equation is not used unless
temperature is solved. The compressibility of the �ow depends on the Mach number
(Eqn. (24)).

Ma =
u

c
(24)

where c is the speed of sound in corresponding �uid and u is the velocity of the �uid.
When the following condition holds the �ow is considered incompressible:

Ma < 0.1− 0.2 (25)

If the �ow is compressible the connection between the pressure, the density and the
temperature is determined through an equation of state, for example the ideal gas
law

p = ρ
R

M
T (26)

where R is the universal gas constant and M the molar mass. If temperature dif-
ferences are large enough to have a considerable e�ect on the viscosity of the �uid
temperature, the in�uence can be approximated for example using Sutherland's law
[31].

4.2 Numerical solution

4.2.1 Discretization

The mathematical model describing the �uid �ow must be discretised in order to
obtain algebraic equations for variables in a discrete space and time domain. For
example in a �nite volume method the discrete computational domain is called a
mesh. The approximation of the �uid �ow equations depends on the discretization
method of the computational domain.

The time domain is discretized in case of unsteady �ows. Unsteady �ows are
parabolic of their nature, since time goes only forward and there cannot be backward
e�ects. Therefore, the time integration methods are initial value problems and a
solution is obtained by advancing step-by-step in time domain.

The main space discretization approaches for the governing equations are �nit-
di�erence, �nite-volume and �nite-element methods. The �nite-di�erence method is
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based on the approximative equations with the help of de�nition of the derivatives.
Taylor series expansion or polynomial �tting is applied in order to approximate the
derivatives. The �nite-di�erence method can be applied to any grid type, but is
normally used in case of a structured grid.

In �nite-element methods the computational domain is discretized into �nite
elements. The equations are multiplied with a weight function before integration
over the domain. The solution is approximated by a shape function in each element
in a way that the solution is continuous across element boundaries. The idea is to
minimize the approximation error when �tting the shape functions to the governing
equations. [32]

In the �nite-volume method the computational domain is discretized into control
volumes called cells, which have the computational node in the centre of the control
volume. The governing equations in their conservation form are integrated over
the volume and integrals are presented as surface integrals with the aid of Gauss
divergence theorem ∫

V

(∇ · F)dV =

∫
S

(F · n)dS (27)

As an example, the �nite volume method is applied to a general conservation equa-
tion corresponding to the conservation equations governing the �uid �ow. Con-
servation equation for the general scalar quantity φ is represented in the following
way

∂ρφ

∂t
+∇ · ρUφ = ∇ · α∇φ+ qφ (28)

and the integrated form of Eqn. (28) is∫
V

(
∂ρφ

∂t
+∇ · ρUφ

)
dV =

∫
V

(∇ · α∇φ+ qφ) dV (29)

Applying the Gauss theorem (27) the following form is obtained

∂

∂t

∫
V

ρφdV +

∫
S

ρn ·UφdS =

∫
S

α∇φ · ndS +

∫
V

qφdV (30)

The concept of �ux f is introduced and Eqn. (30) can be expressed in the following
form

∂

∂t

∫
V

ρφdV +

∫
S

f · ndS =

∫
V

qφ (31)

where the �ux f consists of convective and di�usive �uxes. The values for the �uxes f
at the cell faces can be reconstructed from the values of the cell centres, because the
values are always recorded at the cell centres in the co-located grid approach which
is applied for example in OpenFOAM. The numerical scheme for a discretization
depends on the mesh. The discretized form of Eqn. (31) is

Vi
ρiφi
∆t

+
∑
f

ff · nfSf = qφiVi (32)
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where the normal vector n de�nes the direction outwards from the computational
cell. The �ux ff is de�ned in the following way

ff = ρfufφf − αf (∇φ)f (33)

In order to obtain an implicit equation group the �uxes are linearised with respect
to the variable being solved

fn+1
f = fnf +

∑
i

∂ff
∂φi

φi (34)

where φi is the variable being solved.
In the �nite-volume method, the quantities are speci�ed at the cell centres, but

�uxes are calculated at cell faces. Therefore, the cell-centre values must be interpo-
lated with an appropriate method to the cell face. There are various methods for the
interpolation. The mathematical interpolation method should be chosen according
to the physical nature of the term in governing equations to assure proper behaviour
of the modelled �ow. For example, the di�usion term should be discretized with
the central di�erence and the convection term with some upwind biased method.
Interpolation is a part of the discretization. Next the three interpolation methods
used in this study are presented.

The upwind interpolation is the simplest interpolation scheme for the convection
term. The upwind interpolation scheme interpolates the upwind cell node value
to the cell face under consideration. Upwind method is robust but produces much
numerical di�usion, since it is �rst-order accurate in space. Therefore, it should not
be used for actual calculations, but is often a good method to conduct initializing
calculations because of its robustness:

φf =

{
φP , if f > 0
φN , if f < 0

(35)

The linear interpolation method can be applied to any term in the governing
discretized equations. In the linear interpolation method a linear interpolation be-
tween cell centres is applied to obtain the value at the cell face in the following way
[33]

φf = fxφP + (1− fx)φN (36)

(∇φ)f = fx(∇φ)P + (1− fx)(∇φ)N (37)

where fx is de�ned in the following way, which can also be noticed in Fig. 11

fx =
|xf − xN |
|d|

(38)

where indices P and N refer to the adjacent cells according to Fig. 11. The linear
interpolation method is also called central di�erencing, which is the corresponding
method in �nite di�erence discretization method. The linear interpolation is second-
order accurate in space, which is noticed by applying Taylor series expansion of φP
about the point P [49].
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Figure 11: Parameters in the �nite-volume discretisation of OpenFOAM [50].

The upwind linear interpolation is a second-order accurate upwind biased method.
Upwind linear interpolation in a structured mesh is written in the following way.

φ− =
3φni − 4φni−1 + φni−2

2∆x
, if f > 0 (39)

φ+ =
−φni+2 + 4φni+1 − 3φni

2∆x
, if f < 0 (40)

Some terms, like the di�usion term in Eqn. (33), contain a gradient on the face.
In case of an orthogonal grid the gradient is calculated as the di�erence between
adjacent cell centre values divided by the distance between the cell centres. In
case of a non-orthogonal grid the gradients are calculated in each cell centre and
interpolated onto the face under consideration. This gradient is applied to correct
the normal gradient calculated according to the method used with orthogonal grid
[50, p. 34].

When solving a numerical problem, the solution may have too large values locally
due to the interpolation of the values on the cell face. Therefore, in practice �ux
limiters are usually applied in numerical methods.

4.2.2 Solving linear equations

The discretization and linearisation of the governing equations of �uid �ow Eqns.
(15)-(17) leads to a linear equation group. In case of �uid dynamics, the coe�cient
matrices are usually sparse, and therefore the direct methods for solving the sys-
tem, like Gauss elimination or LU-decomposition, are not computationally e�cient.
Iterative methods are commonly applied in �uid dynamics because they are usually
more e�cient for sparse matrices. A general linear equation system is written in the
following way

Aφ = Q (41)
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where A is the coe�cient matrix of the linearized equation system, φ is the unknown
quantity and Q is the source term. In equation system Eqn. (41) φ satis�es the
equation system. In case of iterative methods the approximate solution φn does not
satisfy the equations after n iterations, thus the equation system is expressed by the
following way

Aφn = Q− ρn (42)

where the superscript n indicates the iteration rounds and ρn is the non-zero residual
i.e. di�erence to the correct solution. The iteration procedure drives the residual
towards zero.

There are several iterative methods appropriate for �uid dynamics calculations.
For example TDMA method is very e�ective for a set of tridiagonal equations.
However, tridiagonal equation matrices appear only in one-dimensional cases. Itera-
tive methods for three dimensional cases are for example Jacobi method, successive
over-relaxation method (SOR), incomplete LU decomposition i.e. Stone's method,
alternating direction implicit (ADI) method and conjugate gradient methods. As
an example, one kind of SOR method, Gauss-Seidel method, is presented in Eqn.
(43)

φn+1
P =

QP −
∑
nb

Anbφ
n
nb

AP
(43)

where AP refers to the diagonal coe�cients of the matrix, and Anb to the neighbour
cells. In the Gauss-Seidel method, the values of φnnb are updated immediately after
solving. The Jacobi iteration method is similar to method Eqn. (43), but the values
of φnnb are updated after solving all the neighbour cell values in one iteration round
[32].

To solve the equation system Eqn. (41) with a multigrid method, a small number
of iterations is conducted with an iterative method such as Gauss-Seidel. This rou-
tine is called smoothing, while for example Gauss-Seidel method produces a smooth
error: the errors corresponding high frequencies are reduced, but the errors corre-
sponding low frequencies remain after few iteration rounds. The current solution
can be mapped onto the coarser grid, where the errors corresponding low frequency
reduce, while on the coarser grid they correspond high frequency. This procedure
can be performed for example in a V-cycle, i.e. �rst going from �ner to coarser grids
and then back from coarse to �ne grid. Transferring a discrete function from the
coarse grid to the �ne grid is called prolongation and transferring from �ne grid to
coarse grid is called restriction. [34]

4.3 Turbulence

In turbulent �uid �ow the �ow quantities oscillate around their local mean value.
A turbulent �ow contains eddies, which in their smallest length scale dissipate into
heat energy. The energy spectrum describes the turbulent energy distribution from
the largest to smallest eddies. Due to its chaotic nature turbulence enhances mixing,
di�usion and dissipation. For example in case of duct �ows, turbulence increases
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the friction coe�cient and pressure losses. Whether the �uid �ow is turbulent or
not is determined with the help of Reynolds number

Re =
ud

ν
(44)

where u is an average velocity, d is a characterizing length, for example diameter
for ducts and chord length for airfoils and ν is the kinematic viscosity. At small
Reynolds numbers the �uid �ow is laminar and at high Reynolds numbers turbulent.
Transition from laminar to turbulent �ow occurs between these two regions but
cannot usually be accurately predicted. The Reynolds number where transition
occurs is called the critical Reynolds number Recr. According to reference [30,
p. 279], the critical Reynolds number for internal �ows, like �ows in ducts, is
approximately Recr ≈ 2100− 4000. For an external �ow around an immersed body
the corresponding critical Reynolds number is Recr ≈ 2× 105− 3× 106 [30, p. 340].

4.3.1 Turbulence modelling

As discussed in Chapt. 4.3.1, turbulence has often a signi�cant e�ect on the �uid
�ow which needs to be predicted for example for equipment design purposes. Tur-
bulence can be studied experimentally, but often experiments are di�cult and time
consuming. Turbulence can be modelled with di�erent methods, such as correla-
tions, Reynolds averaged Navier-Stokes (RANS), large-eddy simulation (LES) or
direct numerical simulation (DNS).

When considering turbulent �ow, the �ow quantities can be divided into two
components, a mean value and time-dependent �uctuations around it.

ρui(t) = ρūi + ρu′i(t) (45)

In case of RANS-based turbulence modeling Eqn. (45) is substituted into the equa-
tions governing the �uid �ow (15), (16) [28]. The equations obtained after substi-
tution are time-averaged and the following equations are obtained

∂ρ̄

∂t
+
∂ρ̄ūi
∂xi

= 0 (46)

∂ρui
∂t

+
∂ρ̄ūiūj
∂xj

+
∂p̄

∂xi
=

∂

∂xj

[
µ

(
∂ūj
∂xi

+
∂ūi
∂xj
− 2

3
δij
∂ūk
∂xk

)]
+

∂

∂xj
(−ρu′iu′j) (47)

Eqns. (46) and (47) are called Reynolds averaged Navier-Stokes equations (RANS).
Even if the mean value of the �uctuations is u′i(t) = 0, time-averaging leads to
an additional term because of the non-linearity of the convection term. Thus, the
equations obtained Eqns. (46) and (47) di�er from the original Eqns. (15), (16)
by six terms, (−ρu′iu′j), which are called the Reynolds stresses. These terms are
unknown and need to be modelled.

RANS-based turbulence models can be divided into three groups: linear eddy
viscosity models, non-linear eddy viscosity models and Reynolds stress models. Eddy
viscosity models assume that turbulence is isotropic. In eddy viscosity approach the
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Boussinesq hypothesis is employed to calculate the Reynolds stress and close the
equations. Boussinesq hypothesis is written

−ρu′iu′j = µt

(
∂ūi
∂xj

+
∂ūj
∂xi

)
− 2

3

(
ρk + µt

∂ūk
∂xk

)
δij (48)

It is noticed that according to the Boussinesq hypothesis turbulence is modelled as
a di�usion like term which corresponds to the fact that turbulence is a di�usive phe-
nomenon. In Eqn. (48) two unknowns arise, k and νt. Quantity k is the turbulence
kinetic energy

k =
1

2
u′i

2 (49)

i.e. a sum of the normal stresses. Eddy viscosity or turbulent kinematic viscosity
νt is a di�usion coe�cient in a case of a turbulent �ow and can be modelled in
di�erent ways depending on the exact turbulence model. An example is the SST
k-ω turbulence model which is described in Chapt. 4.3.2.

In a Reynolds stress model (RSM) the Reynolds stresses from equation (47) are
directly solved either by an algebraic stress model or by a di�erential equation for
the rate of change of stress. With the RSM it is possible to solve problems with
anisotropic turbulence, but it is also computationally more intensive since there is
one equation for each of the six Reynolds stresses.

The turbulent �ow contains eddies with a wide range of length and time scales.
Large eddies in turbulent �ow contain more energy than smaller ones and are often
comparable in size to the characteristic length of the mean �ow. In the small-
est scale of eddies the turbulence kinetic energy dissipates to heat. In large-eddy
simulation (LES) the large-scale motions are solved directly in a time-dependent
simulation, where spatially �ltered Navier-Stokes equations are applied instead of
time-averaged Navier-Stokes. With a LES model the �uid �ow is always calculated
in a transient way. The not resolved small-scale motions are modelled with subgrid
models, like Smagorinsky subgrid-scale model [35]. LES models are usually used
only in research purposes because they are computationally expensive. Nowadays
the LES modelling has though become more common tool in some applications, like
in HVAC simulations.

In direct numerical simulation the Navier-Stokes equations are solved accurately
without modelling turbulence with any approximative model, i.e. the only approxi-
mations are the numerical discretizations. The �ow �eld is thus always calculated in
a transient way. DNS is the most exact approach to model turbulence, but also the
most time-consuming. DNS is mostly too expensive to be used for engineering pur-
poses. DNS is, however, a good approach to study phenomena behind turbulence.
[32]

4.3.2 The SST k-ω turbulence model

The SST (Shear Stress Transport) k-ω turbulence model is a linear two-equation
eddy viscosity model where the k-ω turbulence model of Wilcox is merged with high
Reynolds number k-ε model which is transformed into k-ω formulation. The k-ω
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model is applied in the viscous linear sublayer and also in the logarithmic region of
the boundary layer. The k-ε model is applied in free �ow. In the SST k-ω turbulence
model two supplementary equations in addition to the governing equations of the
�uid �ow are solved, namely equations for kinetic energy of turbulence k and for its
speci�c dissipation ω. The equation for turbulence kinetic energy k can be derived
from Navier-Stokes equations [32]

∂(ρk)

∂t
+
∂(ρūjk)

∂xj
=

∂

∂xj

(
µ
∂k

∂xj

)
− ∂

∂xj

(ρ
2
u′ju

′
iu
′
i + p′u′j

)
− µ ∂u

′
i∂u
′
i

∂xk∂xk
− ρu′iu′j

∂ūi
∂xj
(50)

A left-hand-side of Eqn. (50) is the total derivative of k and the �rst term on the
right-hand-side (RHS) is the molecular di�usion of k. The left-hand-side and the
�rst term on the right-hand-side need no modelling [32]. The second term on the
RHS represents turbulent di�usion of kinetic energy and is modelled in the following
way [32] (ρ

2
u′ju

′
iu
′
i + p′u′j

)
=
µt
σk

∂k

∂xj
(51)

The third term is a turbulent kinetic energy sink term i.e. turbulent kinetic energy
dissipation [32]

µ
∂u′i∂u

′
i

∂xk∂xk
= β∗ρkω (52)

The fourth term is the rate of production of turbulent kinetic energy Pk. By substi-
tuting the Boussinesq hypothesis (48) for the Reynolds stresses and the de�nition of
the strain rate tensor Sij the production term can be written in the following way
[32]

Pk = −ρu′iu′j
∂ūi
∂xj
≈ µt

(
∂ūi
∂xj

+
∂ūj
∂xi

)
∂ūj
∂xj

= 2µtS
2
ij (53)

The production term is limited in the following way [37]

Plim = min[Pk, c1β
∗ρkω] (54)

It can be noticed that the production term is limited to the maximum value of c1
times the dissipation. The limiting is done to avoid too large turbulence values for
example in stagnation regions [37]. The equation for k can be thus written

∂(ρk)

∂t
+
∂(ρūjk)

∂xj
= Pk − β∗ρkω

∂

∂xj

[
(µ+ αkµt)

∂k

∂xj

]
(55)

The equation for ω is also derived from Navier-Stokes equations but is written
directly in a modelled form [37, 38].

∂(ρω)

∂t
+
∂(ρūjω)

∂xj
= γρS2

ij−βρω2 +
∂

∂xj

[
(µ+ αωµt)

∂ω

∂xj

]
+ 2(1−F1)ραω2

1

ω

∂k

∂xj

∂ω

∂xj
(56)
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where the blending function F1 is de�ned in the following way

F1 = tanh

min

[
min

[
max

( √
k

β∗ωy
,
500ν

y2ω

)
,

4ραω2k

CDkωy2

]
, 10

]4
 (57)

where

CDkω = max

(
2ραω2

1

ω

∂k

∂xj

∂ω

∂xj
, 10−10

)
(58)

and y is the distance to the nearest wall. The blending function F1 is zero away
from the surface and thus the standard k − ε model is applied. Correspondingly F1

goes to value 1 in the boundary layer and there k − ω model is applied.
Turbulent kinematic viscosity (eddy viscosity) is

µt =
a1ρk

max(a1ω, F2S)
(59)

where F2 is a second blending function

F2 = tanh

[max

(
2
√
k

β∗ωy
,
500ν

y2ω

)]2
 (60)

and S is the invariant measure of the strain rate

S =
√

2|1
2

((∇U) + (∇U)T )| (61)

The values of the coe�cients γ, αk, αω and β are �ltered between the corresponding
model coe�cients using the blending function F1 Eqn. (57)

φ = F1φ1 + (1− F1)φ2 (62)

where φ = {γ, αk, αω, β}. The model coe�cients are presented in Tab. 2

Table 2: Model coe�cients for SST k − ω turbulence model.

γ1 αk1 αω1 β1 γ2 αk2 αω2 β2 β∗ c1
0.5532 0.85034 0.5 0.075 0.4403 1.0 0.85616 0.0828 0.09 10.0

4.3.3 Wall functions

In the logarithmic part of the boundary layer, for approximately the range of the
dimensionless wall distance 35 < y+ < 350 [31, Chapt. 6-4.1], the velocity pro�le is
estimated with a so-called log law

u+ =
1

κ
ln(y+) +B (63)
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where κ ≈ 0.41 is a von Kármán constant and B = 5.1 is another constant. Close
to the wall, in the linear viscous sublayer of the boundary layer, the velocity pro�le
is linear

u+ = y+ (64)

A boundary layer can be modelled precisely in which case the grid must be �ne
enough to capture the boundary layer form. Usually the adequate condition is that
y+ ≈ 1 for the cells at the wall. If a wall function is applied to model the boundary
layer, the �rst cell should be located in the logarithmic region.

Figure 12: Dimensionless velocity u+ as a function of the dimensionless distance
from the wall y+ in boundary layer [36].

The boundary layer a�ects the �ow through the prediction of friction. If the
boundary layer on the wall is not modelled well, the friction and pressure losses
caused by it will also be falsely predicted.

4.4 Flow in a porous medium

Packed beds are often modelled as porous regions in CFD models. A porous medium
is characterized as a solid medium containing pores i.e. voids, where some of the
pores are interconnected to paths so that �uid can �ow across the porous medium.
The solid phase is called solid matrix. Pores i.e. void areas are �lled by some �uid,
gas or liquid.

The quantities porosity φ and permeability K are used to describe the porous
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medium. Porosity is de�ned as

φ =
Vvoid

Vvoid + Vsolid
(65)

where Vvoid is the volume of the voids and Vsolid is the volume of the solid phase.
The intrinsic permeability tensor K describes the ability of the �uid to �ow through
the porous medium and depends on the porous medium. If the porous medium is
isotropic, K is the same in di�erent directions and in a case of anisotropic porous
medium it is di�erent in di�erent directions. A hydraulic conductivity tensor Kf is
de�ned from the intrinsic permeability tensor K

Kf = K
ρg

µ
(66)

where ρ is the density, µ the viscosity and g the gravitational acceleration. For the
isotropic porous medium, the intrinsic permeability can be considered as a scalar
K. Permeability can be de�ned for example from experiments. [41]

The �ow in the porous medium is divided to four regimes which are Pre-Darcy,
Darcy, Forchheimer and turbulent �ow regimes. In the Darcy regime viscous forces
dominate and the pressure gradient is directly proportional to the �ow rate. In the
Forchheimer regime inertial forces in�uence the �ow and cause nonlinear relationship
between pressure gradient and �ow rate. According to [40, p.12], the transition from
Dracy �ow to Darcy-Forchheimer �ow occurs approximately when ReK is of order
102, where the subscript K refers to the length scale. In Fig. 13 A and B are
�rst and second Ergun constants and subscripts F and T refer to Forchheimer and
turbulent �ow respectively. [39]

The considered scale in investigation of porous medium a�ects the method of
solving �ow �elds in porous medium. If the porous medium is observed in the
small-scale, or pore-scale, only few pores �lled by �uid are considered. Conventional
�uid dynamics approach can be thus applied in pore-scale. In the large-scale the
porous medium contains a large number of pores and the �ow �eld is rather complex
and di�cult to solve with the conventional �uid dynamics approach. Therefore, in
large-scale investigations volume averaging approach i.e continuum model is applied.
Continuum model for porous medium is presented below. [40]

Mass balance for porous medium is derived from the conventional �uid dynamics
Eqn. (15)

φ
∂ρ

∂t
+∇ · (ρφU) = 0 (67)

According to Ref. [41] the experimentally obtained Darcy and Forchheimer laws are
used to describe the macro-scale momentum balance in porous medium. Darcy law
describes slow or creeping �ows where viscous e�ects dominate. Forchheimer law
describes high velocity �ows where the inertial forces start to a�ect the �ow.

According to the Henry Darcy's experiments in 1856 proportionality between the
�ow rate and the pressure loss in a uniform porous medium with a steady uniform
�ow is obtained. In an isotropic porous medium the Darcy's equation is

∇p = − µ
K

U (68)
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Figure 13: Porous �ow regimes [39].

where K is intrinsic permeability. Equation (68) is valid only for slow velocities in
a porous medium (Re ≤ 1), since inertial and time dependent e�ects are neglected
in a derivation.

Forchheimer studied the �ow in porous medium in high velocities and noticed
that the inertial e�ects start to dominate in the �ow as the velocity increases. Thus
a term representing the kinetic energy was added to Eqn. (68) and the following
equation called Forchheimer equation was obtained

∇p =
µ

K
U− Fρ|U|U (69)

where F is the Forchheimer coe�cient. In practice, F is usually obtained from the
best �t to the experimental data.

4.4.1 Porous medium in OpenFOAM

The porous medium in OpenFOAM is taken into account with the source term in
momentum equations (16). The source term is Eqn. (69), but in notations used in
OpenFOAM the source term is written in the following way

Si = −
(
µdi +

1

2
ρ|uifi|

)
ui (70)

where the �rst term is viscous loss term and the second the inertial loss term.
In OpenFOAM, the local coordinates can be de�ned for the porous medium.

The local coordinates are noted (e1, e2, e3). In OpenFOAM, the local coordi-
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nates (e1, e2, e3) and the coe�cients of equation (70) d and f are de�ned in the
constant/porousZones �le in the following way

...

porosity1

{

coordinateSystem

{

e1 (0.70710678 0.70710678 0);

e2 (-0.70710678 0.70710678 0);

}

Darcy

{

d d [0 -2 0 0 0 0 0] (0 0 0);

f f [0 -1 0 0 0 0 0] (-1000 3.5 -1000);

}

}

...

Coordinate e3 is de�ned by the right hand rule from directions (e1, e2). The
values of coe�cients d and f are de�ned in the directions of (e1, e2, e3). Thus the
implementation of the Forchheimer equation in OpenFOAM enables the de�nition
of an anisotropic porous media. In the example �le, the angles of the coordinates
e1 and e2 are 45◦ and −45◦ with respect to global x-coordinate, respectively. The
viscous term is neglected by setting the coe�cient d = 0 in all directions. In a high
velocity region inertial term dominates, thus f de�nes the resistance on the �ow
induced by the porous medium. The coe�cient in direction e2 is fe2 = 3.5 and in
directions e1 and e3 it is set fe1 = fe3 = −1000 which means that the coe�cients
in those directions are 1000 times the coe�cient that has a positive value i.e. fe2.
Thus this �le de�nes an anisotropic porous media, which has a lower resistance in
direction e2 (45◦ to the x-axis) and practically not permeable walls in the other
directions. In this work, this is applied to de�ne a structured packing, which has a
speci�c corrugation angle and permeability.

4.4.2 Turbulence modelling in porous medium

Flow in the porous medium is never purely laminar, since there are always some
vortices. The eddy size in porous a medium is limited by the pore size and this
distinguishes the turbulence in the porous medium from the turbulence in �ow
without solid obstruction.

Turbulence in the porous medium is a di�cult issue, since at a small permeability
and a low velocity the �ow is often laminar, but in a highly permeable medium
and with a high velocity the �ow can be turbulent [45]. Di�culties in turbulence
modelling in porous media involve taking into account the solid matrix and the
interaction of the �uid �ow with the solid phase [44].
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The most suitable approach to model turbulence in the porous medium is de-
bated within the research community. Turbulence modelling in the porous medium
has thus become an independent research topic. The most common approach to
model turbulence in the porous medium is to modify the k − ε model [43]. Tur-
bulence models for the porous medium are studied in Refs. [42] -[45]. In Ref. [46]
alternative methods for turbulence modelling in porous medium are discussed.

In the article of Antohe et al. [44] the derivation of the macroscopic turbulence
k− ε model for incompressible �ow in the porous medium is presented. The deriva-
tion of the turbulence model is made by time-averaging the general equations with
the time acceleration term, convective inertia term, pressure gradient and Darcy,
Forchheimer and Brinkman terms. The purpose of this endeavour is to provide a
correct turbulence k−εmodel formulation which is consistent with general equations,
a mathematical model for simulating macroscopic turbulence in complex geometries
and the means to verify the ability of a macroscopic general model to represent the
microscopic level turbulence. [44]

In OpenFOAM the modelling of the porous media is done with the Darcy -
Forchheimer equation. The porous media is taken into account as an additional
resistance to �ow and there is no real solid obstacle needed to model a solid matrix
of the porous medium. Thus there is no solid medium that could have an e�ect on
turbulence either. The modelling of the porous medium by an additional resistance
is often reasonable for the application, since then the geometry of a complex porous
structure need not to be modelled and a lot of time is spared. In a viewpoint of
turbulence modelling, this approximation may lead to di�culties, since the e�ect of
the real solid structure is not taken into account. The assumption is reasonable if
the permeability of the medium is quite large and the geometric scale of the medium
does not interact with the scale of the turbulent eddies.
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5 OpenFOAM

OpenFOAM is an open source CFD software package developed by OpenCFD Ltd
at ESI Group and it is distributed by OpenFOAM Foundation. It is written in
object oriented programming language C++. OpenFOAM is primarily designed to
solve problems in continuum mechanics [47].

In this work, OpenFOAM is used for modelling the gas phase �ow �eld in struc-
tured packed bed column. Gas is assumed incompressible. In this chapter, the
incompressible solver with porous media of OpenFOAM is explained. The porous
media model is in Chapt. 7 used to simulate the packed bed.

5.1 Solver for incompressible �ow in porous medium

In Chapt. 7 the computations concerning a gas �ow in a structured packed bed
are conducted with OpenFOAM. In the computations the density is constant. The
solver porousSimpleFoam in OpenFOAM 2.1.1 is a steady-state solver for incom-
pressible, turbulent �ow with implicit or explicit porosity treatment. Both options
are presented in this chapter, but only the implicit porosity treatment is applied in
this work because it is more robust as compared to the explicit porosity treatment.

The solver porousSimpleFoam is basically a solver applying the well-known SIM-
PLE (Semi-Implicit Method for Pressure Linked Equations) algorithm [32], where
additionally also the porous media is taken into account. The porousSimpleFoam

solver is de�ned in porousSimpleFoam.C �le in the OpenFOAM 2.1.1 code, which
is available after installing OpenFOAM [48]. The momentum equation is de�ned
in the �le /solvers/incompressible/ simpleFoam/porousSimpleFoam/UEqn.C in
the following way

...

tmp<fvVectorMatrix> UEqn

(

fvm::div(phi, U)

+ turbulence->divDevReff(U)

==

sources(U)

);

...

Mathematically, the momentum equation in the code can be written in the fol-
lowing way.

∇ · (UU)− 2∇ · (νeffS) = Q (71)

where S = 1
2
((∇U) + (∇U)T ) is the strain rate tensor. On the left hand side the

�rst term is the convection term and the second term is the di�usion term which
contains the e�ect of molecular viscosity ν and turbulent viscosity νT , which arises
from the Boussinesq approximation to model the Reynolds stress term. On the right
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hand side of the momentum equation Eqn. (71) the sources are de�ned as Q. The
sources consist of body forces, for example gravity. The equation can also be written

∇ · (UU)−∇ · νeff (∇U)f −∇ · (νeff ((∇U)T − 1

3
(tr(∇U)T )I) = Q (72)

The quantity νeff is the e�ective kinematic viscosity

νeff (xi, t) = ν + νT (xi, t) (73)

In the code the momentum equation Eqn. 72 is actually in its discretized form∑
f

Sf ·UfUf −
∑
f

νeffSf (∇U)f −
∑
f

νeffSf ((∇U)T − 1

3
tr(∇U)T I)f = Q (74)

where the calculation methods for the gradients are de�ned in �le fvSchemes. The
gradient at the face in the second term in Eqn. (74) is calculated either from the
both cell centre values next to face (uncorrected method) or additionally a correction
based on gradients calculated in cell centres around the face is applied (corrected
method). in the latter case the velocity gradient is calculated according to Eqn.
(75). The gradient of the velocity in the third term in Eqn. (74) is also discretized
according to Eqn. (75)

∇U =
1

Vp

∑
f

SfUf (75)

The discrete momentum equation (74) is linearised as explained in Chapt. 4.2.1 and
can be written

aPUP +
∑
n

anUn = RHS (76)

where index P refers to the computational cell for which the equation is written and
index n refers to the neighbouring cells. The coe�cients aP and an are elements of
the coe�cient matrix of the linearised equation group for momentum equation. It
should be noted that the discretized momentum equation Eqn. (74) is divided by
the cell volume VP to obtain the form in Eqn. (76). The term RHS (right hand
side) comes from the linearisation of Eqn. (74), i.e. it refers to the residual part
or source part of the linearised equation. At this point the values of aP and RHS
depend on the porosity treatment. The di�erencies are explained in Chapts. 5.1.1
and 5.1.2. By splitting the RHS into velocity- and pressure dependent parts

RHS = rhs(U)−∇p (77)

and by adopting the notation used in OpenFOAM

H(U) = −
∑
n

anUn + rhs(U) (78)

Eqn. (76) can be written
aPUP = H(U)−∇p (79)
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An explicit expression for a velocity U∗ is written from Eqn. (79) with the known
values from the previous time step and velocity is solved according to Eqn. (80).

U∗ =
H(U, φ)−∇pn

aP
(80)

This is how the momentum predictor is implemented in the implicit porosity treat-
ment.

In the explicit porosity treatment, the momentum is predicted by solving the
implicit equation group de�ned in Eqn. (76) and a new velocity U∗ is obtained.
To increase the diagonal dominance of the coe�cient matrix, a relaxation factor
0 < αu < 1 is applied to Eqn. (76) and thus Eqn. (81) is formed

aP
αu

Ui
P +

∑
n

anU
i
n = RHS +

(1− αu)
αu

aPUi−1
P (81)

In OpenFOAM, additionally a form of Eqn. (80) without pressure gradient

U∗∗ =
H(U∗)

aP
(82)

and a volume �ux based on it

φ∗ =

(
H(U∗, φn)

aP

)
f

· Sf (83)

are written for a later use. These new quantities are written using the newly obtained
velocity U∗. If the velocity U∗ is the �nal velocity, the continuity equation must be
satis�ed , i.e.

∇ ·U = ∇ ·
(

H(U∗, φn)

aP

)
−∇ ·

(
∇pn

aP

)
= 0 (84)

which leads to the pressure equation

1

aP
∇2p∗,n+1 = ∇ ·

(
H(U∗, φ∗)

aP

)
(85)

from which the pressure p∗,n+1 is solved. The information of the calculated pressure
is added to the �ux φ∗

φ∗,n+1 = φ∗ − (∇p)f · Sf (86)

After under-relaxation of the pressure with a relaxation factor 0 < αp < 1 the new
value for the pressure is obtained

pn+1 = pn + αp(p
∗,n+1 − pn) (87)

A �nal value for the velocity U is obtained in the following way

U = U∗∗ − ∇p
n+1

aP
=

H(U∗, φ)

aP
− ∇p

n+1

aP
(88)
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The di�erence between implicit and explicit porosity treatment is in the way
how the supplementary resistance due to porous media is taken into account in the
momentum equation. In the implicit porosity treatment the coe�cients from Darcy-
Forchheimer equation are added to the diagonal terms of the coe�cient matrix A
of the momentum equation. In the explicit porosity treatment the coe�cients from
the Darcy-Forchheimer equation are added to the right-hand-side of the momentum
equation. In the explicit porosity treatment the implicit momentum equation is
solved before the pressure equation. In the implicit porosity treatment the momen-
tum equation is not solved for in its implicit form.

The exact description of how the porosity in�uences the terms aP and RHS in
Eqn. (76) is given in the following subsections Chapts. 5.1.2 and 5.1.1.

5.1.1 Explicit porosity treatment

The porosity in�uence is implemented in function addResistance in
porousZonesTemplates.C. In case of the explicit porosity treatment it reads:

...

template<class RhoFieldType>

void Foam::porousZone::addViscousInertialResistance

(

scalarField& Udiag,

vectorField& Usource,

const scalarField& V,

const RhoFieldType& rho,

const scalarField& mu,

const vectorField& U

) const

{

const tensor& D = D_.value();

const tensor& F = F_.value();

forAll(cellZoneIds_, zoneI)

{

const labelList& cells = mesh_.cellZones()

[cellZoneIds_[zoneI]];

forAll(cells, i)

{

const tensor dragCoeff = mu[cells[i]]*D

+ (rho[cells[i]]*mag(U[cells[i]]))*F;

const scalar isoDragCoeff = tr(dragCoeff);

Udiag[cells[i]] += V[cells[i]]*isoDragCoeff;

Usource[cells[i]] -=
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V[cells[i]]*((dragCoeff - I*isoDragCoeff) &

U[cells[i]]);

}

}

}

...

The dragCoeff in the code refers to the drag coe�cient according to the Darcy-
Forchheimer equation

CDij = µDij + ρ|ukk|Fij = µdij +
1

2
ρ|ukk|fij (89)

The isoDragCoeff is the sum of the diagonal terms (trace) of the drag coe�cient
matrix, Eqn. (89), and is written according to Eqn. (90).

tr(CDij) = CDkk = µdkk +
1

2
ρ|ukk|fkk (90)

The resistance is added on the right side of the Eqn. (76) by multiplying the drag
coe�cient by the cell volume, so in the explicit porosity treatment, the term RHS
contains the following expression CDijVP · Ui. On the left-hand-side the isotropic
part of the drag coe�cient is added into the diagonal term of the coe�cient matrix.
Accordingly the same isotropic part must be added into the right-hand-side of the
equation and multiplied by the corresponding velocity. Thus the diagonal term
becomes

aP = aP + VPCkk (91)

and the right-hand-side becomes

RHSi = RHSi + VPCkkUi − CDijVP · Ui (92)

5.1.2 Implicit porosity treatment

In case of the implicit porosity treatment function addResistance in
porousZonesTemplates.C, in which the porosity in�uence is implemented, reads:

...

template<class RhoFieldType>

void Foam::porousZone::addViscousInertialResistance

(

tensorField& AU,

const RhoFieldType& rho,

const scalarField& mu,

const vectorField& U

) const

{

const tensor& D = D_.value();

const tensor& F = F_.value();
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forAll(cellZoneIds_, zoneI)

{

const labelList& cells = mesh_.cellZones()

[cellZoneIds_[zoneI]];

forAll(cells, i)

{

AU[cells[i]] += mu[cells[i]]*D +

(rho[cells[i]]*mag(U[cells[i]]))*F;

}

}

}

...

The resistance due to the porosity is added into to the diagonal terms aP,i in the
coe�cient matrix of the momentum equation. Thus the diagonal term becomes

aP,i = aP,i + µdij +
1

2
ρ|ukk|fij (93)

where dij and fij are the coe�cients in Darcy-Forchheimer equation.
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6 Previous studies

Structured packings are popular in various heat and mass transfer applications.
Many researches have tried to model structured packing behaviour by CFD. The
study of Mahr and Mewes [22] and the study of Raynal and Royon-Lebeaud [23]
deal with the two-phase �ow in structured packed beds. Also some experiments
made on structured packed bed columns are presented in this chapter. From the
study of Owens [24] experimental data on the pressure drop across the packed bed
was obtained. The study of Oluji¢ provided data concerning the maldistribution of
a gas �ow in structured packed beds.

6.1 Study of Mahr & Mewes 2007

In the study of Mahr & Mewes (2007) [22] the three-dimensional macroscopic gas-
liquid (water and air) two-phase �ow �eld is modelled in an entire column in order to
model large scale maldistribution of the phases by applying elementary cell model.
The elementary cell model was developed by Arbogast et al. 1990 and adapted
by Mewes et al. 1999. The counter-current operating conditions are taken into
account and both steady-state and dynamic cases are calculated below the loading
point. The entire domain is divided into elementary cells and one elementary cell is
a representative volume comprising several pores. In corrugated structured packing
the elementary cell is the smallest structure recurring in all three dimensions. Each
elementary cell consists of two sheets of corrugated packing material due to the
periodicity. Conservation equations for mass and momentum are formed in the scale
of one elementary cell and the entire media. Therefore the exact pore structure does
not need to be modelled. The modelled packing is Sulzer Mellapak 250Y.

Figure 14: Schematic drawing of two sheets of packing. The boundaries of the ele-
mentary cell are presented as an outline. The preferential �ow direction and angle
to the vertical column axis are indicated.
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Liquid phase is mainly governed by gravity and the resulting forces between
packing and liquid. The physically homogeneous liquid phase is modelled as two
liquid phases, each of them for one preferential �ow direction. Conservation equa-
tions are formulated for each liquid phase and laminar �lm �ow assumption is made.
Gas phase is considered to be driven mainly by a pressure gradient. Mass transfer in
between gas and liquid phase is neglected, but mass transfer between the two liquid
phases is taken into account through a volume �ux.

In order to measure a directional pressure drop, the Mellapak 250.Y PP struc-
tured packing was cut in various angles and measurements were conducted in a wind
tunnel of rectangular cross section. Pressure drop measurements are done in di�er-
ent directions for the gas phase in order to form the anisotropic gas �ow resistance
tensor to take into account the anisotropic structure of the packing.

In the �nal model, there are three sets of conservation equations for each phase,
one for each liquid phase and one for gas phase. The model was implemented in the
CFX 10.0 code. Three continuous Eulerian phases were applied to model gas phase
and two liquid phases.

Numerical results are tested against X-ray radiographic measurements on a quasi
two-dimensional segment of structured packing with a liquid �ow. The spreading
pattern obtained with CFD modelling agrees well with the experimental results. The
results show that this model can well predict dynamic �ow �elds and maldistribution
of the phases which is seen in the Figure 15. [22]

Figure 15: Left: X-ray radiographic �lm thickness measurement in structured pack-
ing. Right: Calculated liquid hold-up for a two-dimensional numerical grid.
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6.2 Study of Raynal and Royon-Lebeaud 2007

Raynal and Royon-Lebeaud [23] modelled two-phase �ow within structured packing
using multi-scale approach. The studied geometry was also Sulzer Mellapak 250.Y
structured packing and the simulations were performed with Fluent 6.2 solver.

First, in a small-scale, two-dimensional two-phase calculations include liquid-wall
and liquid-gas interaction are predicted by using VOF (volume of �uid) method.
The calculations are made in the scale of corrugation so that wall texture and its
in�uence on the liquid �ow are taken into account. Liquid holdup, liquid velocity
at gas-liquid interface and a thickness of the liquid �lm are calculated.

Second, the previous results from small-scale are used in three-dimensional meso-
scale gas �ow calculations. The meso-scale geometry in calculations corresponds to
a periodic element representative of the real packing geometry, which is the volume
between the opposite smooth metal sheets. The relationship between a pressure
drop and a gas super�cial velocity can be calculated. The presence of liquid is taken
into account indirectly in the following way: The super�cial gas velocity is converted
into interstitial gas velocity by taking the liquid hold-up into account and the liquid
velocity at gas-liquid interface is considered as a moving wall boundary condition
for the gas �ow.

The meso-scale results are used in three-dimensional calculations at the large
scale corresponding to the entire column. In the simulations at the column scale, the
packed bed is modelled as anisotropic porous media where pressure drop coe�cients
are obtained from meso-scale calculations. The two pressure loss coe�cients are the
same Kz = K(x or y) and the coe�cient in the third direction K(y or x) is considered
to be in�nite to model the in�uence of the perpendicular plates. In practice it is
1000 times larger than the two others.

Results are compared against experimental data and partly against theory. Ac-
cording to comparison this method gives satisfactory results below loading point and
for low and intermediate liquid �ows. This is the condition for CO2 absorbers, so
this method could be applied in calculations of structured packing columns loaded
by gas-liquid �ow.

6.3 Study of Owens

Owens [24] made experiments with Mellapak 250Y structured packing (packing with
speci�c area of 250 m2/m3). The experiments measured the pressure loss of a gas
phase �ow against gravity through Mellapak 250Y. In experiments, the system was
brought to steady �ow and pressure losses were then measured.

The column in experiments made by Owens was assembled from a cylindrical
aluminium base and two sections of 146.05 mm inner diameter polycarbonate tube
(see Fig. 16). The tube has �anges at each end to connect the tubes and a base to
each other. The base had a 33.4 mm threaded process connection drilled perpen-
dicular to its axis. The base consists of a conical throat drilled along the central
axis of the base and the connection intersects with the throat. The throat diameter
at an intersection of the throat and the process connection is 25.4 mm and at the
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top of the throat its diameter is 76.2 mm. This kind of channel inlet was made to
distribute the �uid uniform into the column.

The lower tube section was 764 mm tall and the upper 966 mm tall, that is
1730 mm in total. The lower tube section acted only as an inlet, such that the
�ow pro�le developed before entering to the packing. In the upper tube section the
pressure was measured at three elevations of 127 mm, 699.3 mm, and 829.5 mm
above the �anged tube connection (Fig. 16). At each elevation, four ports were
spaced evenly around the column perimeter in a plane perpendicular to the column
axis. A picture of the column, packed with two whole-elements of Mellapak N250Y
is shown at right in Fig. 16. All three pressure measurement elevations are clearly
visible in this �gure.

Figure 16: Laboratory column with two whole elements of Mellapak 250Y.

The packing support is placed 186.5 mm above the �anged tube connection in
the upper tube section. The packed bed is 610 mm long in total. The grid support in
the nitrogen experiments was a 1.59 mm wire, which should not cause considerable
disturbances into the �ow �eld in the bottom part of the packing. Owens made
also experiments with water, but the packing support in water experiments was an
aluminium grate.

Gas phase experiments were conducted with a single pass �ow of building sup-
plied nitrogen. Before entering into the column, the �ow was distributed for two
mass �ow meters and after them fed to the base of the column. Nitrogen �owed
through the column and was then vented to the atmosphere. The nitrogen temper-
ature was monitored and found not to vary outside the range of 22.3−23.9 ◦C. The
nitrogen �ow was monitored and brought to desired value. The system was stable at
least three minutes before data was recorded. One recording lasted for three minutes.
Pressure drops were measured in at nitrogen �ows of FS = (0.610− 3.36) Pa1/2.
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Lab-scale columns are typically less than 500 mm in diameter. Packing designed
for these columns typically have a gap of 6− 8 mm between the edge of the packing
and the column wall. In industrial columns which can exceed 3000 mm in diameter
with a typical wall gap of less than 12 mm, so the annular-to-packed area ratio is
much smaller in industrial columns compared to laboratory scale columns. Therefore
the scaling up is di�cult with laboratory scale models.

The dissertation of Owens [24] included reasonable well documented experimen-
tal data, which was considered useful in this thesis work. CFD calculations made
in this work are, therefore, compared to the experiments to validate the model in
laboratory scale. The validated model is used for further calculations in larger,
industrial scale columns.

6.4 Study of Olujic 2003

Olujic et al. [27] made large-scale experiments conserning of the relation between
quality of the initial gas distribution and hydraulics of a structured packed bed.
Also smoothing of the initial gas maldistribution during the bed height was studied,
which is interesting in the viewpoint of this thesis. The initial maldistribution was
obtained with the aid of a plate at the packed bed inlet. In the study of Olujic,
four di�erent cases were studied: uniform distribution, initial maldistribution with
chordal blockage, with central blockage and with multi-hole inlet. The chordal
blockage and central blockage cases are studied also in this thesis in Chapt. 7.4.

The experiments were made in a column which diameter was d = 1.4 m with
air-water system under atmospheric pressure and ambient temperature. The air
was blown into the column with a powerful blower (7− 8 m3/s). The packing used
in the column was Montz-pak B1-250. The packing is made of unperforated metal
sheet with corrugation angle of 45◦. Packing element height is 0.2 m and maximal
�ve layers of packing is installed, thus total bed heigt is 1 m. Each packing layer is
rotated 90◦ compared to the previous layer. The experiments are carried out in at
atmospheric pressure (105 Pa) and ambient temperature (20 ◦C).

The air velocity in each cross-section under dry conditions was measured a Pitot-
tube in 2450 points per cross-section. Measured local velocities are presented in a 2D
plot and also maldistribution factors are calculated for di�erent layers of packing.
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7 CFD analysis

The aim of this research is to validate a practical CFD model for engineering pur-
poses for a structured packed bed according to the experimental results from lit-
erature and then apply the model to the large-scale CO2 absorption column to
investigate a gas maldistribution. In this thesis it is hypothesised, that the gas
maldistribution is indicative of the liquid maldistribution, too. Therefore, the anal-
ysis of the gas phase distribution might also provide an indication of the liquid
maldistribution.

In this work, the structured packed bed is modelled as an anisotropic porous
media. One alternative could be to model the exact geometry of the packing, but
this option is not feasible because of the large size of the column and the small length-
scales of the packing channels. The approach to study only the gas �ow is justi�ed
with the fact that the multiphase CFD calculations are computationally expensive
and also more complicated and unstable. Large-scale two-phase CFD simulations
would require more time than available in the current work. The approach to study
packed bed columns in large scale only with gas �ow was also applied for example
in the study of Raynal presented in Chapt. 6.2 from Ref. [23].

The model parameters for anisotropic porous media are adjusted against exper-
imental results of Owens [24] in Chapt. 7.3. Olujic [27] made experiments on the
gas maldistribution and these results are also used for validation of the model in
Chapt. 7.4.

A �uid dynamics solver porousSimpleFoam of OpenFOAM is used to conduct
the calculations. The solver is described in detail in Chapt. 5.1. The �uid �ow
is assumed incompressible, since the pressure changes are not large and the �ow
velocities are low compared to the speed of sound. Also the temperature is assumed
to be constant in both validation cases described in Chapts. 7.3 and 7.4.

The �gures in this chapter are made with a self-made plotting tool written in
Python programming language. A plotting library matplotlib and NumPy extension
for Python are applied in coding. The two or three dimensional �gures are made
with a ParaView open-source post-processing tool [51]. When using OpenFOAM,
ParaView can be launched from the case home directory with a script paraFoam

using the reader module supplied with OpenFOAM.

7.1 Computers

The calculations presented in Chapt. 7.3 were conducted using OpenFOAM on a
computer containing four quad-core AMD Opteron 8378 processors of 2 GHz with
32 GB RAM and 1 TB of HDD space.

The calculations presented in Chapts. 7.4, 7.5 and 7.6 were conducted on two
identical computers each containing four 12-core AMD Opteron 6172 processors of
2.3 GHz with 128 GB RAM and 12 TB of HDD space. These two computers are
connected with the In�niband (40 Gbps).
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7.2 Schemes and solvers

In OpenFOAM, the numerical schemes for the terms of the governing equations, such
as derivatives, are de�ned in a �le called fvSchemes. In this work, the numerical
schemes applied are principally similar for all calculated cases. For all discretizations
the Gauss theorem Eqn. (27) is applied. Numerical schemes for di�erent terms are
shown in Tab. 3 and more detailed explanations of the schemes are found in Chapt.
4.2.1.

Table 3: Numerical schemes
Gradient schemes

∇U
linear∇p Linear interpolation

∇k (central di�erencing)
∇ω

Divergence schemes

∇ · (kU)

linear

Linear interpolation
∇ · (ωU) (central di�erencing)

∇ · (νeffdev((∇U)T ))

∇ · (UU) linearUpwindV grad(U) Linear upwind di�erencing

Laplacian schemes

∇ · (γ∇φ) linear corrected
Linear interpolation for γ,

non-orthogonality correction
for surface normal gradients

Interpolation schmemes

U
linear

Linear interpolation
∇p (central di�erencing)

In Tab. 3, the Laplacian term is presented with a generalised quantities γ and φ. The
equations for momentum, pressure, k and ω include Laplacian terms. The expression
correctedmeans non-orthogonality correction for surface normal gradients i.e. that
surface normal gradient is calculated using values and gradients from adjacent cell
centres.

The upwind interpolation can be used in initializing the calculation after which
the more accurate method like linear interpolations is chosen. The upwind method is
noted in OpenFOAM simply with upwind. The �le fvSchemes is found in Appendix
A.

The equation solvers, tolerances and algorithms are de�ned in a �le fvSolution.
In all calculations pressure is solved with the generalised geometric algebraic multi-
grid method (GAMG) explained in Chapt. 4.2.2. As a smoother, Gauss-Seidel method
is applied. In a case of a turbulent �ow the solver option smoothSolver and Gauss-
Seidel as the smoother is applied in OpenFOAM for solving k and ω. The �le
fvSolution is found in Appendix B. The boundary conditions in OpenFOAM are
de�ned in 0-directory, which contains �les for each quantity that is solved for.

The �ow near the walls is modelled with wall functions, which are de�ned for each
turbulence quantity in corresponding �les in OpenFOAM /case/time/ directory.
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For turbulence kinetic energy k the kqRWallFunction and for turbulence kinetic
energy speci�c dissipation ω the omegaWallFunction is applied.

7.3 Adjusting the porous model for Mellapak 250Y:

Case Owens

Packed beds are often modelled as an isotropic porous media in CFD. However, in the
packing material selected for this work, Mellapak 250Y, the �uid �ows via channels
and it is suspected, that the isotropic porous model cannot properly predict �ow
�eld in Mellapak 250Y. It is important to use CFD to study gas maldistribution both
outside and inside the packed bed. An improved porous model set-up is therefore
developed in the current work.

The purpose of simulating the column in the study of Owens presented in Chapt.
6.3 is to de�ne values for coe�cients for the porous media model in equation (70)
against the experimental pressure loss data by Owens. The packed bed in the column
of Owens consisted of structured packing Mellapak 250Y and it was modelled as an
anisotropic porous media, see Fig 21.

7.3.1 Grid generation

The geometry and computational grid for the column are generated with Gambit
2.4.9 [52]. Gambit is a preprocessor of the commercial Ansys Fluent �uid dynamics
solver for generating geometry and mesh. The grid was generated with Gambit as
the graphic interface allows to generate more complicated geometries compared to
blockMesh grid generation method in OpenFOAM. This method is used in later
calculations.

Across the column diameter approximately 30 computational cells were set in
the coarsest grid, which should be an appropriate amount for a laminar case [28].
The coarse grid has 231732 cells. In Fig. 21 the schematic �gure and an overview
of the column of the case is presented. A closer look at the wiperbands with a grid
structure is shown in Fig. 17. The structured packed bed is modelled using zones
of porous media (Fig. 22).

The porous zones in this case are de�ned in the grid easily by splitting the grid
volume in Gambit correspondingly to generate the porous zone volumes. The zone
width corresponds to the �ow channel width in the packing, which is 13.4 mm. The
channel width is calculated from the whole packing width and the amount of �ow
channel layers in the experimental set-up of Owens [24]. After splitting the volumes,
the porous zones are added to one of the four porous zone groups, accordingly to
their �ow direction. The characteristics i.e. local coordinates and coe�cients for
Eqn. (70) for each porous zone is de�ned in �le constant/porousZones by the user.
The porous zones are made by hand due to the small-scale of the apparatus.

First, calculations were made using two grids: with and without wiper bands
around the packed bed. It was noticed that in this kind of small scale laboratory
column they signi�cantly a�ect the pressure loss. Therefore, the calculations were
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conducted with a grid with wiper bands to model the column as realistically as
possible.

Wiperbands are described by cuts at locations of the wiperbands in the grid.
The modelled wiperband does not allow a �ow through itself, which corresponds
to the actual e�ect the wiperbands have on the �ow. The wiperbands seal the gap
between packing and the column inner wall, as the packing is pushed into column
which can be seen from the Fig. 20.

The packed bed of this column consists of two packing layers, where the upper
one is rotated horizontally 90◦ with respect to the lower layer. Each packing layer
is 305 mm of its height. This can be seen in Fig. 22. At the packing joints, non-
conformed meshes were used i.e. the grid lines were not continuous after rotation.
This part utilised the Arbitrary Mesh Interface (AMI) algorithm of OpenFOAM to
create 90◦ change in the grid [55]. AMI is a technique that allows a �ow through
disconnected mesh domains. The domains can be stationary or move relative to one
another.

Figure 17: Closer view of the column outlet in the Owens study.
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Figure 18: Grid in the lower bed part. Wiper bands in the grid are modelled as walls.

Figure 19: Grid from the viewpoint above of the column.

7.3.2 Porous medium de�nition

Flow aligned to Mellapak 250Y channels in the packing has a lower resistance than
in the directions perpendicular to the packing metal sheets. This can be taken
into account by the coe�cients in equation (70) in corresponding directions. The
porous media option in OpenFOAM is taken into account with the aid of the Darcy-
Forchheimer equation Eqn. (70) through the source term in case of the explicit
porosity treatment or through the matrix coe�cients in case of the implicit porosity
treatment.

For de�ning the coe�cient in Eqn. (70), a least-squares curve �tting was ap-
plied on the experimental data from Ref. [24] presented in Fig. 50. This analysis
gave, however, too large values for the viscous and inertial loss terms, because the
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Figure 20: Wiperband around the packing exceeds the column diameter.

�tting could be made only in one dimension. Thus the experimental pressure drop
curve in Fig. 50 cannot be predicted with the coe�cients obtained. The coe�cients
obtained with aid of least-squares curve �tting could probably hold for the system
with isotropic porosity. Since here the packed bed is modelled with an improved
anisotropic porosity, the curve �tting is more complicated and coe�cients are iter-
atively determined to satisfy the experimental curve.

The viscous term dominates the �ow through the porous media when Re < 100
according to Chapt. 4.4. In this study, the �ow Reynolds numbers according to the
hydraulic diameter of the packing are in a range of Re = {562−3096}, thus it can be
deducted that the inertial term dominates the �ow through the porous media. The
parabolic shape of the curve also indicates that the second order term i.e. inertial
loss term could predict the pressure drop across the packed bed in relation to the
gas �ow velocity. This also holds with the results shown later. Therefore, only the
inertial term is taken into account from the Darcy-Forchheimer Eqn. (70).

In OpenFOAM, the local coordinates are de�ned per zone for the porous media.
The local coordinates are noted (e1, e2, e3). The inclination angle of a corrugated
sheet in the Mellapak 250Y structured packing is 45◦, so the local coordinates are
de�ned to be inclined 45◦ as compared to the global coordinates. In OpenFOAM,
the local coordinates (e1, e2, e3) and the coe�cients of equation (70), d and f , are
speci�ed in the constant/porousZones �le in the following way:

porosity1

{

coordinateSystem

{

e1 (0.70710678 0.70710678 0);

e2 (-0.70710678 0.70710678 0);

}

Darcy

{

d d [0 -2 0 0 0 0 0] (0 0 0);

f f [0 -1 0 0 0 0 0] (-1000 3.5 -1000);



48

}

}

Coordinate e3 is de�ned by a right hand rule from the vectors (e1, e2). The
values of coe�cients d and f are de�ned in the directions of (e1, e2, e3) where the
coordinate e2 is chosen to be the direction of the �ow channels in the structured
packing. The coe�cients of f in the directions (e1, e3) are set to 1000 times the
coe�cient in the direction e2, while they describe the direction perpendicular to
the packing sheet wall. The value of 1000 was taken from Raynal et al. [23] who
studied structured packed beds with a three-scale approach and applied also porous
media for the large scale computation (Chapt. 6.2). Factor f in the direction of the
channels f = 3.5 was iteratively estimated from CFD calculation results reported in
this work, by comparing the simulated pressure loss across the packing against the
measured pressure loss values of Owens. A value for fe2 for the porosity model in
OpenFOAM was thus obtained to be used for calculations of the large-scale column.
The validity of the coe�cient must be tested for the larger scale columns, too.

7.3.3 Boundary conditions

A schematic �gure of the geometry of the column used in calculations for Owens
case is shown in Fig. 21. It is shown that the gas �ows in from the bottom of the
column, where the inlet velocity is de�ned. The mean inlet velocities um are de�ned
in Tab 4. The gas �ows through the packed bed and �nally out from the top of
the column. The pressure is de�ned at the outlet of the column to be p = 0 Pa (or
actually p

ρ
= 0 m2/s2 in OpenFOAM in case of incompressible �ow). This is a gauge

pressure i.e. pressure relative to the local atmospheric pressure. Thus the absolute
pressure is obtained from gauge pressure by adding the value of the atmospheric
pressure [30]. The kinematic viscosity has a value of ν = 1.56 · 10−5 m2/s.

Table 4: Reynolds number according to the hydraulic diameter for Mellapak 250Y
structured packing Redh and according to the column diameter ReD with di�erent gas
capacity factor FS Eqn. (5) and corresponding mean velocity um in case of constant
density.

FS[(Pa)
1
2 ] 0.61 0.915 1.22 1.53 1.83 2.14 2.44 2.75 3.05 3.36

um[m/s] 0.56 0.855 1.14 1.43 1.71 2.0 2.28 2.57 2.85 3.14
Redh 562 843 1124 1410 1686 1972 2249 2535 2811 3096
ReD 5329 7994 10659 13370 15988 18700 21318 24029 26647 29358

7.3.4 Fully developed inlet velocity pro�le

A fully developed �ow pro�le at the inlet of the column was derived to make sure
that the �ow at the inlet is �uid dynamically realistic. The real column geometry
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in the experiments of Owens was such that there were an inlet duct at the bottom
smaller than the column diameter, thus the inlet velocity pro�le would be more like
a paraboloid than a bulk �ow already at the inlet. The velocity values are largest at
the centre of the inlet where the gas �ows in. The fully developed velocity pro�le in
a pipe can be presented as a paraboloid [31]. The pro�le resembles paraboloid, since
the friction of the walls forces a zero velocity at the walls. The velocity magnitude
increases away from the wall reaching its maximum value in the middle of the pipe.
The equation for the paraboloid is formed so that the mass �ux through the pipe
corresponds the volume of the paraboloid. The mass �ux is calculated with the aid
of a gas capacity factor FS, since the density ρG and the radius of the pipe R are
known

FS = um
√
ρG (94)

From Eqn. (94) the mean velocity um is obtained. According to the mean velocity
um the mass �ux is

ṁ = ρGumA = ρGumπR
2 (95)

On the other hand, the mass �ux is the density multiplied with the integral of the
velocity over the pipe cross section

ṁ = ρ

2π∫
0

R∫
0

u(r)rdrdϕ (96)

As it is known that u(r) is of a form

u(r) = ar2 + br + c (97)

Eqns. (95) and (96) were combined and the constants a, b, c were solved. The re-
sulting equation for the parabolic inlet �ow is

u(r) = −2um
R2

r2 + 2um (98)

In OpenFOAM, a �ow pro�le de�ned in Eqn. (98) was set as an inlet boundary
condition using a funkySetFields utility of swak4Foam, which is an external utility
for OpenFOAM [54]. The �le de�ning the pro�le funkySetFieldsDict is presented
in Appendix C.

7.3.5 Selection of the turbulence model

In this section the selection of the turbulence model for the Owens column simu-
lations is discussed. The hydraulic diameter of the packing is de�ned in equation
(3). According to this equation and the values of speci�c area a and void fraction
ε from Tab. 1 the hydraulic diameter for the Mellapak 250Y structured packing is
dh = 0.0154 m. The Reynolds number for the �ow in the packing according to the
hydraulic diameter dh and mean velocity um can be calculated from

Redh =
umdh
ν

(99)
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The values of the Reynolds number for the Mellapak 250Y structured packing with
a reference length of a hydraulic diameter dh = 0.0154 m and Reynolds number for
the column with reference length of column diameter D = 0.146 m at the measured
velocities are presented in Tab. 4.

For internal �ows, the critical Reynolds number above which the �ow is turbulent,
is Recr ≈ 2100−4000 [30]. It is seen from the values of ReD in Tab. 4, that according
to the column Reynolds number ReD the �ow would be turbulent. According to the
packing Reynolds number Redh, however, the �ow is laminar at least in the lower
mass �ow rates. In some parts of the packing there is probably some turbulence.
This turbulence, however, can not be modelled based on the global �ow. This is
deducted from the simulation results in Chapt. 7.3, since the SST k− ω turbulence
model applied in calculations predicts probably too high turbulence values in the
packing.

The SST k−ω model was chosen to be applied in the calculations since it is more
or less a standard choice nowadays and because of good earlier experience with it.
The properties of the turbulence models were explained in Chapt. 4.3.1. However,
with the applied turbulence model turbulence cannot probably be modelled well in
the packing area, since it overestimates the turbulence in the packing. This was
noticed during the calculations shown later in Chapt. 7.3 and it is caused by the
turbulent kinetic energy production term in Eqn. (50). The anisotropic porous media
causes velocity gradients in the packing, which in turn increase the production of
the turbulence kinetic energy, which is seen in Eqn. (50). Therefore, a modi�ed
turbulence model was created in OpenFOAM, where the �ow in the porous media
representing the packed bed was assumed laminar according to the Reynolds number
in Tab. 4 and the �ow in other parts of the column turbulent. Presumably the �ow
in the packing is turbulent to some extent, but in this case the �ow is approximated
as laminar. This was accomplished by setting a turbulent kinematic viscosity to
zero νt = 0 in the porous media. Therefore, a new user-de�ned turbulence model
in OpenFOAM was implemented by modifying the existing SST k − ω model (see
Appendix E). This model is in the current work is called "the modi�ed SST k-ω"
turbulence model. For example in Fluent �uid dynamics solver, a similar option to
suppress the turbulent viscosity by setting νt = 0 in porous media when appropriate,
exists. Thus this approach was applied in this work too because of its simplicity.



51

Figure 21: Schematic �gure of the geometry of the column used in calculations for
Owens case.
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Figure 22: Slices from the column. The packed bed which is modelled as a porous
media can be seen as a grey block. Every second porous zone/channel in the bed is
presented in the �gure to show the structure more clearly.
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7.3.6 Grid independency study

Calculations with a coarse and a re�ned grid were made to investigate the e�ect
of the grid on the results. The coarse grid has 231, 732 cells and the re�ned grid
1, 853, 856 cells. In Fig. 23 the pressure pro�le for both grids along the y-coordinate
along the centre axis of the column is presented. In Fig. 24, velocity pro�les at
di�erent cross sections are presented. The slight di�erences between the coarse and
�ne grids can be seen in Fig. 24. The velocity pro�le of the coarser grid in 24a is
slightly wider and lower, which is because of the greater numerical di�usion induced
by the coarser grid. Also, near the walls the velocity pro�le for the �ne grid is
smooth but for the coarse grid a clear change in pro�le curve direction is noticed.
This is due to the wall function used, while the wall function uses information of the
boundary layer form and the boundary layer is not exactly solved. Wall functions
were brie�y discussed in Chapt. 4.3.3 However, the results show that essentially the
calculated values are the same for both grids thus the coarse grid can be used for
the calculations.

Re�ning the mesh was conducted with the refineMesh utility in OpenFOAM
[49], which automatically splits the cells in every direction.

Figure 23: Pressure pro�le along the column height.
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(a) Velocity along the x-coordinate in the middle of
the column at height y = 0.9 m, i.e. just before the
packed bed.

(b) Velocity along the x-coordinate in the middle of
the column at a height y = 1.4 m i.e. in the upper
part of the packed bed.

Figure 24: Velocity pro�les of various cross sections of the column for the coarse
and �ne grids.

7.3.7 Results

Table 5: The cases presented in Figs. 31 - 44.

(a) Turbulent case with a bulk �ow inlet. The SST k − ω turbulence model is
applied.

(b) Turbulent case with a fully developed inlet �ow. The SST k−ω turbulence
model is applied.

(c) Turbulent case with a fully developed inlet �ow, the modi�ed SST k − ω
turbulence model is applied.

(d) Laminar case with a fully developed inlet �ow.

In this chapter the computational results conducted with the coarser grid with
231, 732 cells are presented. The simulation cases are presented in Tab. 5. In
Figs. 31 � 44 the cases are referred with the corresponding letters in the Tab. 5.
The simulations were made with all the velocities presented in Tab. 4. In Figs. 26
� 48 results only with u = 2 m/s are presented. The convergence history of each
simulation case is presented in Fig. 25.

In Figs. 26 � 30 an overview of the �ow situation in the column is given. The
presented �gures are from case (d). It gives though a good understanding of all
the computed cases. In Fig. 26 slices from the whole column are shown to give an
overview of the packing orientations and the �ow �eld in the column. The area
of the packed bed is shown with the grey bands, which present the every second
porous zone in each layer. In Fig. 27 one cross section of the column in the packing
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is presented with vectors coloured by the velocity in the x-direction. It can be seen
that the zones of porous media are directing the �ow well, as if there were channels
along which the gas could �ow. In Figs. 28 � 30 the �ow �eld in the di�erent parts
of the packing is shown with vectors. It can be seen from Fig. 28 how the gas �ows
in the column directly upwards until in the packing the gas �ows along the channels,
i.e. through the towards resistance. Fig. 29 demonstrates how the upper packing
layer is rotated by 90◦ with respect to the lower layer, and how the �ow direction
changes respectively. In Fig. 30 the out�ow from the packing is shown and it can
be seen how the gas velocity �uctuates after the packed bed.
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(a) Coarse mesh: 231, 732 cells. (b) Coarse mesh: 231, 732 cells.

(c) Coarse mesh: 231, 732 cells. (d) Coarse mesh: 231, 732 cells.

(e) Case (d) with re�ned mesh: 1, 853, 856
cells.

Figure 25: Convergence history of each calculated case.
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Figure 26: Case (d): Cross sections of the column with vectors presenting velocity
magnitude. In the cross sections of the packing the porous zones are shown: every
second porous zone in the bed is presented as a grey slice.
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Figure 27: Case (d): Cross section of the column in the packing with vectors pre-
senting velocity in the x-direction. Every second porous zone in the bed is presented
as a grey slice.



59

Figure 28: Case (d): Cross sections of the column at the inlet of the packing. In
the packing the gas �ows along the channels. Every second porous zone in the bed is
presented as a grey slice.
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Figure 29: Case (d): Cross sections of the column in the middle of the packing. The
lower packing part ends and the upper packing part starts. The upper packing part
is rotated by 90◦. Every second porous zone in the bed is presented as a grey slice.
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Figure 30: Case (d): Cross sections of the column at the outlet of the packing. Every
second porous zone in the bed is presented as a grey slice.
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Contour plots on vertical cross-sections

In Figs. 31 � 44 the quantity �elds of di�erent cases are presented on the z = 0 plane
i.e. in the middle of the column. It is seen that the gas �ow becomes more tortuous
when the gas enters the packed bed. The gas �ows in a direction of the �ow channels,
because of the directed resistance in the anisotropic porous medium presenting the
packed bed. In the direction of the �ow channels, the �ow accelerates due to the
continuity. Figs. 31 and 32 show the velocity magnitude at the cross section in
di�erent cases. It is seen that the wiperbands a�ect the �ow by increasing the �ow
velocity by narrowing the column. In this calculation the most important quantity
is the pressure loss in order to obtain correct resistance coe�cients for the bed. In
a small column like in this case, the wiperbands have presumably a relatively larger
e�ect on the �ow and in the pressure loss than in the larger scale columns. Therefore,
because the pressure loss is needed to be modelled as accurately as possible, it is
essential to take the wiperbands into account. It is seen that in the wholly turbulent
cases Figs. 31a and 31b the velocity magnitude di�erences smooth out in the bed
more than in the case 32c, which is the modi�ed turbulent case i.e. laminar in the
bed and in the case 32d which is calculated as wholly laminar. This occurs because
of the di�usion caused by the turbulence. In Figs. 31b � 32d a fully developed �ow
pro�le at the empty part of the column below the bed is seen. Whether the �ow
is fully developed or a bulk �ow, does not seem to a�ect on the �ow �eld in the
bed. In turn, whether the turbulence is taken into account or not, seems to have
a signi�cant e�ect on the �ow �eld. In Fig. 32d a laminar boundary layer before
the bed is seen, as the boundary layer starts to �uctuate before the bed. This may
occur because according to the Reynolds number of the empty column ReD the �ow
is turbulent, but in Fig. 32d the �ow is calculated as laminar.

In Figs. 33 � 38 the velocity components in x-, y- and z-directions are presented.
In Figs. 33 � 34 the velocity in x-direction is shown. Due to the current viewpoint
in the xy-plane the velocity di�erences in porous zones presenting �ow channels are
not seen. A slight e�ect on the �ow induced by wiper bands is seen in Figs. 33 � 38
and in the laminar bed and the wholly laminar calculations the �uctuations above
the bed are seen. The grey parts in Figs. 36c and 36d are velocities in a negative y-
direction i.e. downwards. Also here the laminar boundary layer �uctuations in Fig.
36d in the wholly laminar calculation are seen. These �uctuations in a larger scale
may cause that the computations do not converge with the laminar �ow assumption.
This also indicates that the free region in the column is most probably turbulent, as
is deducted from the Reynolds number in Tab. 4. In Figs. 37 and 38 the orientation
of the upper porous zones along the z-direction representing the packing sheets is
clearly seen as stripes in the upper part of the column presenting velocity in z-
direction. The lower part has the porous zones in the x-direction so the velocity in
the z-direction cannot be seen in these cross sections.

From Fig. 39a and 39b it is seen that there is turbulence in the packed bed and no
or much less turbulence in the other parts of the column. According to the Reynolds
numbers referred to the channel hydraulic diameter dh in Tab. 4 the turbulence level
in the packing area is clearly overestimated, since the free part of the column should
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be more turbulent than the packed bed. This is caused by the fact that the SST
k-ω turbulence model includes the turbulence production term which is contains a
velocity gradient of the global velocity �eld. Hence the changes in the �ow direction
i.e. velocity gradients due to the channels represented by anisotropic porous zones
are interpreted as turbulence by the turbulence model. The anisotropic porous
media does not contain real channels with walls which would damp the turbulence
to some extent. The turbulence is predicted from the global �ow. The anisotropic
porous medium causes that velocity direction changes in the porous medium. These
changes in directions cause velocity gradients and they increase the turbulence via
the turbulence model and the turbulence is therefore overestimated.

In Fig. 41a and 41b the turbulence kinetic energy dissipation ω has the largest
value at the packing area. Fig. 42c shows also a large value for ω at the packing
area since it is not set to zero in the turbulence model. This has, however, no e�ect
on the �uid �ow, because νt = 0.

In Figs. 43 and 44 the values of turbulent kinematic viscosity νt is presented.
The di�erence between a bulk �ow inlet and the fully developed inlet �ow can be
seen, since the bulk �ow inlet results in an overestimation of turbulent kinematic
viscosity in the column inlet.

Contour plots on horizontal cross-sections

In Figs. 45 � 48 a velocity magnitude in cross sections at the di�erent heights in the
cases (a)�(d) are presented. The cross sections correspond to: y = 0.9 m is before
the bed, y = 1.1 m is in the lower bed half, y = 1.225 m is exactly at the interface
of the two bed halfs, y = 1.4 m is in the upper bed half, y = 1.56 m is at the outlet
of the bed, and y = 1.6 m is above the bed. The velocity inlet pro�les in di�erent
cases can be clearly seen as well as the changing the �ow direction because of the
two packing layers rotated 90◦ with respect to each other. It is also seen that in
the cases including turbulence, the velocity di�erences smooth out rapidly because
of the di�usion, corresponding to the laminar cases.
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(a) (b)

Figure 31: Cases (a) and (b). Velocity magnitude (m/s) at z = 0.
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(c) (d)

Figure 32: Cases (c) and (d). Velocity magnitude (m/s) at z = 0.
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(a) (b)

Figure 33: Cases (a) and (b). Velocity in the x-direction u (m/s) at z = 0.
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(c) (d)

Figure 34: Cases (c) and (d). Velocity in the x-direction u (m/s) at z = 0.
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(a) (b)

Figure 35: Cases (a) and (b). Velocity in the y-direction v (m/s) at z = 0.
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(c) (d)

Figure 36: Cases (c) and (d). Velocity in the y-direction v (m/s) at z = 0.
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(a) (b)

Figure 37: Cases (a) and (b). Velocity in the z-direction w (m/s) at z = 0.
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(c) (d)

Figure 38: Cases (c) and (d). Velocity in the z-direction w (m/s) at z = 0.
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(a) (b)

Figure 39: Cases (a) and (b). Turbulence kinetic energy k (m2/s2) at z = 0.
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(c)

Figure 40: Case (c). Turbulence kinetic energy k (m2/s2) at z = 0.
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(a) (b)

Figure 41: Cases (a) and (b). Speci�c dissipation of the turbulence kinetic energy ω
(1/s) at z = 0.
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(c)

Figure 42: Case (c). Speci�c dissipation of the turbulence kinetic energy ω (1/s) at
z = 0.
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(a) (b)

Figure 43: Cases (a) and (b). Turbulent kinematic viscosity νt (m
2/s) at z = 0.
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(c)

Figure 44: Case (c). Turbulent kinematic viscosity νt (m
2/s) at z = 0.
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(a) y = 0.9 m (b) y = 1.1 m

(c) y = 1.255 m (d) y = 1.4 m

(e) y = 1.56 m (f) y = 1.6 m

Figure 45: Case (a). Velocity magnitude (m/s) in case of laminar �ow and plug
inlet �ow in various cross sections. The SST k − ω turbulence model is applied.
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(a) y = 0.9 m (b) y = 1.1 m

(c) y = 1.255 m (d) y = 1.4 m

(e) y = 1.56 m (f) y = 1.6 m

Figure 46: Case (b). Velocity magnitude (m/s) in case of turbulent �ow and fully
developed inlet �ow in various cross sections. The SST k − ω turbulence model is
applied.
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(a) y = 0.9 m (b) y = 1.1 m

(c) y = 1.255 m (d) y = 1.4 m

(e) y = 1.56 m (f) y = 1.6 m

Figure 47: Case (c). Velocity magnitude (m/s) in case of turbulent �ow and fully
developed inlet �ow in various cross sections. The modi�ed SST k − ω turbulence
model applied.
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(a) y = 0.9 m (b) y = 1.1 m

(c) y = 1.255 m (d) y = 1.4 m

(e) y = 1.56 m (f) y = 1.6 m

Figure 48: Case (d). Velocity magnitude (m/s) in case of laminar �ow and fully
developed inlet �ow in various cross sections.
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Pressure

In Fig. 49 it can be seen that the turbulent cases (a) and (b) have much higher
a pressure loss as compared to the similar cases, where the whole calculation is
laminar (c) and where the modi�ed SST k − ω model is used (d). Because of the
anisotropic porous model presenting the structured packing, the �ow turns towards
a lower resistance in the porous media. Therefore, there are velocity gradients in
the packing, thus the turbulence production term increases. Therefore, turbulence
kinematic viscosity νt increases and this increases the pressure losses in cases where
the bed is modelled turbulent. The results presented here suggest, that the applied
SST k−ω turbulence model cannot predict the turbulence in the packed bed realisti-
cally in its basic formulation. Therefore, the modi�ed turbulence model was created
in OpenFOAM, where the porous media representing the packed bed is assumed
laminar zone. The modi�cation was to set turbulent kinematic viscosity recently
in νt = 0 in the porous media, while the turbulence a�ects on the �ow through
this quantity. Case (c) in Figs. 32 � 44 represents the results computed with the
modi�ed turbulence model.

The simulation results of the cases (c) (laminar) and (d) (modi�ed turbulent)
are the most reliable. The packed bed causes the most of the pressure loss. Whether
the free part of the column is modelled as turbulent (c) or as laminar (d) does not
seem to have an e�ect on the pressure loss. The comparison between the pressure
loss of these cases and the experimental results of Owens are presented in Fig. 50.
The experimental values are obtained from Owens' dissertation [24]. The coe�cient
for the resistance of the channel was obtained by iteratively calculating the cases
with di�erent values of fe2 for the local coordinate direction e2. The best correlation
is obtained with the value fe2 = 3.5 for the coe�cient in Eqn. (70).

7.3.8 Conclusions

Based on the results presented in Chapt. 7.3 it is concluded that it is a good method
to use the modi�ed SST k−ω turbulence model for the rest of the work. The laminar
calculations gave similar results for pressure loss across the bed. In case of modi�ed
SST k − ω model the bed is modelled laminar, so the turbulence model does not
a�ect the �ow �eld in the packing either. Thus in case of bed calculations, laminar
model is also an appropriate choise.

The resulting coe�cient for the inertial term f in (70) is f = 3.5 and this value
is used in the rest of the work.

7.4 Gas maldistribution study: Case Olujic

In this chapter the ability of the created porous model for structured packed bed to
predict gas maldistribution in the anisotropic beds is studied. Oluji¢ made experi-
ments on the gas maldistribution in a 1.4 m diameter column [27]. Initial maldis-
tribution was obtained with the help of a plate below the bed. The experiment by
Oluji¢ provide experimental data for this work. Simulations for a similar column
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Figure 49: Pressure pro�le along the column height. (a): Turbulent �ow, a bulk �ow
at the inlet. (b): Turbulent �ow and a fully developed inlet �ow. (c): Turbulent �ow
and a fully developed inlet �ow. Modi�ed turbulence model. (d): Laminar �ow, a
fully developed inlet �ow. Mean inlet velocity um = 2 m/s.

as used in the experiments of Oluji¢ are here conducted and simulation results are
compared to experimental results.

Previously (Chapt. 7.3) the porosity model for the packed bed was tuned to
produce the measured pressure losses. Here two of the test cases by Oluji¢ are
simulated to validate the ability of the current model to predict velocity distributions
in a structured packed bed. A laminar calculation for the packed bed is applied for
the two test cases according to the experience from the calculations in Chapt. 7.3.
The laminar calculation of the bed corresponds to the modi�ed SST k−ω turbulence
model in the bed region, since there the bed is modelled laminar, too.

Two cases for studying the gas distribution produced by the model obtained in
Chapt. 7.3 are selected from Ref. [27]. In the cases the inlet �ow is partly blocked,
once the left part of the inlet is blocked and once a circular area in the middle
of the inlet is blocked. These cases are referred to as the chordal blockage and as
the central blockage, respectively. The blocked area is half of the cross-section area
in each case. The velocity �eld in the bed cross-section at �ve di�erent heights
was measured [27]. Both cases, the chordal blockage and the central blockage, were
simulated with the anisotropic and isotropic porosity model and results are compared
to experimental results. The anisotropic model is the model described in Chapt. 7.3
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Figure 50: Pressure drop as a function of the mean inlet velocity. Coe�cient f is
the inertial term coe�cient in equation (70). The results of the Owens experiments
are compared to two simulation cases, modi�ed turbulent (c) and laminar (d).

and the isotropic model refers to the model often used in packed bed modelling [53].
The coe�cients for the isotropic porosity model were set so that the same pressure
loss across the bed resulted as in the calculations with anisotropic porosity model.
As explained in Chapt. 7.3, in the anisotropic porosity model the factor fe2 = 3.5
and fe1 = fe3 = 1000× fe2. In the isotropic case all the factors are identical and the
corresponding pressure loss is obtained with the values fe1 = fe2 = fe3 = 90.

7.4.1 Grid generation

The packing height in this case was 200 mm and the bed consisted of 5 packing layers.
Grid for the case was generated with blockMesh and snappyHexMesh mesh gener-
ation utilities [49]. First, a simple rectangular grid was generated with blockMesh

with a uniform cell size of 10 mm. The porous zones are de�ned in the grid with the
aid of a Python script, which adds cells to di�erent porous zone groups according
to the location of the cell. The Python script generates a .setSet-�le, which is an
utility in OpenFOAM to manipulate cell-, face- or point sets or zones interactively
[57]. This utility �nally produces the porous zones when the .setSet-�le is run in
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OpenFOAM. The porous zones represent the corrugated packing sheets with �ow
channels, like in case of Chapt. 7.3. Examples of the input �les for blockMesh and
snappyHexMesh utilities are presented in Appendix F.

After generating the porous zones, STL-surfaces which de�ne the cylinder were
made with FreeCad software and the �nal grid was obtained with snappyHexmesh.
In the �nal grid there are 230, 4754 cells. The chordal blockage and central blockage
at the inlet were de�ned with the topoSet utility of the OpenFOAM. In Fig. 52
every second porous zone in the x-direction is presented. The porous zone layers
with channels in the z-direction are between the three shown layers with channels
in x-direction.

The reason why the grids are generated in a di�erent way in Chapts. 7.3 and
7.4 is that in Chapt. 7.3 the grid is small and porous zones are easily de�ned by
hand in Gambit. In Chapt. 7.4 the grid is signi�cantly larger and the amount of
the porous zones is so high that de�nition of the porous zones is not reasonable by
hand thus the porous zones are de�ned with the Python code.

7.4.2 Boundary conditions

In Fig. 51 a schematic �gure of the column used in simulation of the Oluji¢ case
presented in Chapt. 7.4 from Ref. [27]. The gas capacity factor in Ref. [27] is
determined to be FS = 2 Pa1/2. According to Eqn. (5) and with constant density
ρ = 1.2 kg/m3, the mean velocity at the inlet of the column is

ucol =
FS√
ρ
≈ 1.83 m/s (100)

and since the chordal blockage and central blockage plates block half of the cross-
section area, according to the continuity the inlet velocity to the bed is approxi-
mately two times the inlet velocity to the column

ubed =
Acol
Abed

ucol =
1

2
ucol ≈ 3.7 m/s (101)

It is shown that the gas �ows in from the bottom of the column at a velocity of
u = 3.7 m/s and �ows out from the top of the column. At the outlet the gauge
pressure is p = 0 Pa. The kinematic viscosity of the gas is ν = 1.56 · 10−5 m2/s.
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Figure 51: Schematic �gure of the column used in a simulation which is compared
to Olujic experimental results. The scale is in meters (m) The darker grey area
y = 0.0− 1.0 m is the packed bed containing �ve layers of packings, each rotated 90◦

with respect to the lower layer. A light grey area y = 1.0− 1.5 m presents the empty
space in the column after the packed bed.
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Figure 52: The packed bed in column (left) presented schematically in Fig. 51 con-
sists of �ve layers of which three are presented (right). Every second porous zone in
the x-direction in three beds are presented.

Figure 53: Every second porous zone in the x-direction from viewpoint above the
column.
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7.4.3 Results

The results for both the chordal blockage and the central blockage cases are presented
in this chapter. First, the chordal blockage case is studied. The convergence history
of the case can be seen in Fig. 54. It is noticed that the calculation is well converged.
In Fig. 55 the measured data and two simulation results, one with the anisotropic
and one with the isotropic porosity model, are presented. When the anisotropic (b)
and isotropic (c) model results are compared to the measured results (a) in Fig. 55
it is seen that the anisotropic model corresponds better to the experimental results.
According to the measurements the initial maldistribution created with the chordal
blockage does not smooth out in the packed bed of height of approximately 1 m
and this behaviour is also seen in the anisotropic simulation results. The simulation
results with the isotropic porosity model predict that the gas maldistribution would
smooth out after approximately 0.4 m which is not true according to the experiments.

Figure 54: Convergence history in a case of a chordal blockage.
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Figure 55: Velocity magnitudes at di�erent cross sections in case of the chordal
blockage. The inlet velocity is uin = 3.7 m/s. (a): Measured velocities from Ref. [27],
(b): Simulation results in case of the anisotropic porosity model, (c): Simulation
results in case of the isotropic porosity model.
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Second, the central blockage case is studied. The convergence history of the case
can be seen in Fig. 56. It is noticed that the calculation is well converged. In Fig.
57 the measurement results and two simulation results, one with the anisotropic and
one with the isotropic porosity model, are presented.

When the anisotropic (b) and isotropic (c) model results are compared to mea-
sured data (a) in Fig. 57 it is seen that the anisotropic model corresponds better
to the experimental results. According to the measurements the initial maldistribu-
tion created with the central blockage smooths out in the packed bed of a height of
approximately 0.61 m and this behaviour is also seen in the anisotropic simulation
results. The simulation results with the isotropic porosity model predict that the
gas maldistribution would smooth out after approximately 0.21 m which is too rapid
smoothing according to the experimental results.

According to the both simulated cases, the chordal blockage and the central
blockage, anisotropic model seems to model better the gas �ow in a packed bed
than the isotropic model.

Figure 56: Convergence history in a case of a centre blockage.
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Figure 57: Velocity magnitudes at di�erent cross sections in case of the central
blockage. The inlet velocity uin = 3.7 m/s. (a): Measured velocities from Ref. [27],
(b): Simulation results in case of the anisotropic porosity model, (c): Simulation
results in case of the isotropic porosity model.
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Figure 58: Pressure drop per packing layer for the packed bed in case of di�erent
maldistribution forms at a gas capacity factor of FS = 2 Pa1/2 [27].

Figure 59: Pressure drop across the bed in case of di�erent maldistribution forms as
a function gas capacity factor FS [27].

Pressure losses across the bed according to the Oluji¢ experiments are presented
in Figs. 58 and 59. The total pressure drop across the packed bed in experiments
and simulations is shown in Tab. 6.

The di�erences between the pressure drop values may occur because the packing
in the experiments of Oluji¢ [27] was di�erent than in experiment of Owens [24],
against which the porosity model is tuned. The packing used in the Oluji¢ experi-
ments is Montz-pak B1-250 and in the experiments of Owens the packing is Mella-
pak 250Y. The packings are very similar and have same geometrical characteristics,
except that Mellapak 250Y is made of perforated sheets of metal and Montz-pak
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Table 6: Pressure drop results across the packed bed from experiments [27] and
simulations.

p [Pa] Chordal blockage Central blockage
Experiments 380 320
Simulation 260 200

B1-250 of non-perforated sheets. Therefore, the pressure drop is higher in case of the
experiments, since the non-perforated sheets do not let gas �ow through the packing
walls, thus the �ow path is more tortuous for the gas in Montz-pak B1-250. In real
columns having a two-phase �ow and hence irrigated packing, most of the holes in
the sheets of Mellapak 250Y would be �lled with liquid and the geometry would
correspond to the geometry of the Montz-pak B1-250. However, the experiments
of Owens [24] were conducted only with gas and, therefore, there is a di�erence
between the pressure losses across the bed.

In Ref. [27] the coe�cient of variation CV (Eqn. (13)) values are calculated in
every layer to as a measure of the maldistribution. In Tab. 7 the values of the coe�-
cient of variation from experiments [27] and from the simulations are presented. It is
seen that the values in simulations with the anisotropic porous media are in the cor-
respond almost the values in experiments. The �ow in column with chordal blockage
smooths out slower than in the case with the central blockage, which was also seen
in Figs. 55 and 57. The results from the simulations with an isotropic porous media
di�er signi�cantly from the values in anisotropic porous media. Thus the maldis-
tribution is not captured with an isotropic porosity, but anisotropic porosity gives
corresponding results to the experiments.

Table 7: The coe�cient of variation (CV ) in di�erent layers in bed from experiments
[27] and simulations.

y [m] 0.0 0.21 0.41 0.61 0.81 1.01

Experiments
Chordal blockage 1.28 0.82 0.68 0.53 0.44 0.24
Central blockage 1.10 0.64 0.38 0.34 0.32 −

Simulations

Chordal blockage 0.93 0.77 0.61 0.58 0.46 0.46
Central blockage 0.86 0.63 0.29 0.23 0.18 0.21

Chordal blockage, isotr. 0.47 0.38 0.23 0.12 0.07 0.05
Central blockage, isotr. 0.47 0.18 0.04 0.007 0.003 0.02

7.5 Industrial scale case: Maldistributed inlet velocity pro�le

The anisotropic porosity model for the Mellapak 250Y packed bed is calibrated in
Chapt. 7.3 with respect to pressure losses. In Chapt. 7.4 the model is validated from



94

the velocity distribution point of view. This model is next applied on an industrial
scale column.

The CO2 absorption columns have often a large diameter and, therefore, the
�ow �eld is not easily predictable. The aim is to study gas �ow distribution in a
large scale industrial column with the model which was formed and presented in the
previous Chapts. 7.3 and 7.4.

7.5.1 Grid generation

The computational resources available for the current work allow computations for
approximately 100 million cells within a reasonable computational time. With this
maximum number of cells, for example a grid for 10×2×2 m with cells of 1×2×1 cm
could be used. In the packing one channel between corrugated metal sheets is
approximately 1 cm wide. These channels are modelled as a porous zone, thus each
porous zone has a width of 1 cm which poses an upper limit for cells in the x- and
z-directions.

The grid of a size 10× 8× 2 m with periodic boundary conditions could present
the rectangular industrial scale column. The cross sections of absorption columns in
practice can be either round or rectangular. The grid which is proposed corresponds
to a column with a rectangular cross section.

The grid is generated in the same way as in Chapt. 7.4, by �rst creating the
grid with the blockMesh-utility, then selecting the porous zones with the Python
script to .setSet-�le and �nally creating porous zones by running the .setSet-�le
in OpenFOAM. The snappyHexMesh-utility used in Chapt. 7.4 is now not needed
since the geometry is simply a rectangle. The packing height in this case was 300 mm
and the bed consisted of 27 packing layers.

7.5.2 Boundary conditions

In Fig. 60 a schematic �gure of the column used in simulation of an industrial case
is presented. It is shown that the gas �ows in from the bottom of the bed and �ows
out from the top of the column. At the outlet the gauge pressure is p = 0 Pa. The
kinematic viscosity of the gas is ν = 1.5 · 10−5 m2/s. At the inlet a non-even inlet
velocity pro�le is applied to �nd out whether maldistribution smooths out in the
packed bed or not. The inlet velocity pro�le is de�ned as a piecewise continuous
function

v =


0, if 0 m < x < 4 m

2x− 8, if 4 m ≤ x ≤ 6 m
4, if 6 m < x < 10 m

(102)

The inlet velocity pro�le is shown also in Fig. 62 by the blue solid line. The walls
in xy-plane have periodic boundary conditions.

7.5.3 Results

The convergence history of the case is plotted in Fig. 61. In Fig. 62 velocity pro�les
at di�erent heights in the column of a total height of 8 m are presented. The mean
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Figure 60: A schematic �gure of the industrial scale bed (upper �gure) and a slightly
rotated �gure of the bed (lower �gure).

velocity in the y-direction is 2 m/s according to the typical operation conditions in
a CO2 absorption column. In this case the velocity pro�le at the inlet (y = 0 m) is
assumed to be biased on the right side of the column so that on the left side velocity
in y-direction is 0 m/s and on the right side the velocity in y-direction is 4 m/s, as is
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presented in Fig. 62. This presents a severe maldistribution in a column, caused for
example by a bad inlet design. It is noticed that the maldistribution in a gas �ow
starts to smooth out along the packed bed height, but a signi�cant maldistribution
remains still after the height of y = 8 m: the range of the velocity magnitudes is
from 1 m/s to 3 m/s.

In Fig. 63 the velocity magnitude in the packed bed cross-section z = 1.0 m,
i.e in the middle of the computational domain in the z-direction, is presented with
velocity vectors. The length of the velocity vectors is scaled according to the velocity
magnitude. The vectors are plotted in the xy-plane, so only other �ow direction of
the channels in the xy-plane is shown. The bed layers are rotated 90◦ with respect
to lower bed layer, so that every second bed layer is oriented in same direction.
This can be clearly seen as stripes in Figs. 63 � 66 presenting the velocity �elds of
velocity magnitude and di�erent velocity components. It is seen that the velocity
maldistribution does not smooth out completely in the bed.

Fig. 64 presents the velocity in the x-direction in the bed cross-section. Near
the inlet i.e. at the bottom of the bed there is a signi�cant velocity component
in the x-direction, but in this direction the velocity component starts to smooth
out because the channels in the x-direction are perpendicular to the velocity pro�le
gradient. Every second layer has its channels in x-direction and respectively, every
second in the z-direction. Therefore, the velocity di�erences smooth out through
convection along the channels in the x-direction.

In Fig. 65 it is noticed that some part of the gas �ows downwards near the inlet on
the left side of the column, where the inlet velocity is zero. The velocity component
in the y-direction does not improve smoothing out because of its direction.

Fig. 66 presents the velocity �eld in the z-direction in the xy-cross-section. On
the right side of the bed the packing channels in the z-direction can be seen as red
and blue stripes while the gas �ows in z-direction in those layers. In every second
layer the packing channels are in the x-direction so there is no signi�cant velocity
component in the z-direction in those layers.

It is seen that the severe maldistribution in a gas �ow in an industrial scale
column does not seem to smooth out. The preferential �ow directions may a�ect
the �ow so that the gas does not mix in the packing. On the other hand, this case
was calculated as laminar, but the real �ow in the packing would presumably contain
turbulence to some extent. Turbulence increases di�usion so the gas �ow di�erences
could smooth out faster. However, the turbulence values in packing are not known,
so the best and the most conservative guess in this situation is to assume laminar
�ow in the bed.

The pressure �eld in the bed is seen in Fig. 67. Pressure has its highest values
were the �ow velocity is highest, too. The average pressure at the inlet is approxi-
mately p = 440 Pa.
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Figure 61: Convergence history of the industrial scale case with the maldistributed
inlet velocity pro�le.

Figure 62: Velocity pro�le (m/s) at di�erent heights in a column of height of 8 m.
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Figure 63: Velocity magnitude (m/s) at the cross-section of z = 1.0 m.

Figure 64: Velocity in the x-direction (m/s) at the cross-section of z = 1.0 m.
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Figure 65: Velocity in the y-direction (m/s) at the cross-section z = 1.0 m.

Figure 66: Velocity in the z-direction (m/s) at the cross-section z = 1.0 m.
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Figure 67: Pressure �eld (Pa/(kg/m3)) at the cross-section z = 1.0 m.

7.6 Industrial scale case: Support beams at the inlet

In this chapter the grid is similar as in the case of Chapt. 7.5, except that �ve
support beams for the packed bed at the inlet are taken into account. The same
grid as in Chapt. 7.5 is used, but the support beams are formed with createPatch-
utility in OpenFOAM [56]. The support beams are modelled as impermeable walls.
The case was calculated in order to investigate, whether the support beams induce
a maldistribution in the packed bed. The size of the support beams was estimated
from the known absorber columns and the beams were assumed 200 mm wide.

7.6.1 Boundary conditions

The con�guration of the inlet is shown in Fig. 68. The grey areas present the free
area and the �ve white stripes are the support beams of the bed. The inlet velocity in
the y-direction is v = 2 m/s. The kinematic viscosity of the gas is ν = 1.5·10−5 m2/s.
The walls in the xy-plane have periodic boundary conditions.
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Figure 68: Schematic �gure of the inlet of the column. Support beams are shown as
white stripes at the inlet.

7.6.2 Results

In Fig. 69 the convergence history of the computation is shown and it is seen that the
computation is well converged. In Fig. 70 the velocity pro�les at di�erent heights of
the column are presented and in Fig. 71 the velocity pro�les are shown closer. At
the inlet i.e. at height y = 0 m the locations of the support beams are clearly seen
as zero velocity. The maldistribution due to the support beams smooths out after
three packing heights, as is seen in Fig. 70 � 75 presenting the velocity �elds at the
cross-section z = 1.0 m i.e. in the middle of the column. According to these results
the support beams do not induce signi�cant maldistribution in the packed bed.

The pressure �eld in the bed is seen in Fig. 76. The pressure has its highest
values were the �ow velocity is highest, too. The average pressure at the inlet is
approximately p = 250 Pa.
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Figure 69: Convergence history of the industrial scale case with the support beams
at the inlet.

Figure 70: Velocity pro�les (m/s) at di�erent heights in a column of height of 8 m.
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Figure 71: Closer view of the velocity pro�les (m/s) at di�erent heights in a column
of height of 8 m.
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Figure 72: Velocity magnitude (m/s) at the cross-section of z = 1.05 m. Velocity
vectors are presented as grey arrows.

Figure 73: Velocity in the x-direction (m/s) at the cross-section of z = 1.0 m.
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Figure 74: Velocity in the y-direction (m/s) at the cross-section of z = 1.0 m.

Figure 75: Velocity in the z-direction (m/s) at the cross-section of z = 1.0 m.
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Figure 76: Pressure �eld (Pa/(kg/m3)) at the cross-section z = 1.0 m.

7.7 Bed pressure drop

The porous media parameters were tuned according to the pressure drop across
the bed with di�erent inlet velocities in Chapt. 7.3. The model was then applied
in larger column in Chapt. 7.4 and checked, whether the maldistribution can be
captured. The pressure drop in this larger scale simulations, however, di�ers a little
from the measured values as is seen in Tab. 6. The reasons for this were discussed
in Chapt. 7.4.

The simulations in industrial scale were made for a maldistributed case and
for the case, where the support beams below the bed are taken into account. In
the maldistributed industrial scale case the average pressure drop in simulations is
p = 440 Pa and in the case of support beams it is p = 250 Pa. When calculating the
pressure drop across the bed with Sulzer's SULCOL 3.0.8 column sizing program
[58], approximately the value p = 900 Pa is obtained (see Appendix G), which is
also in line with the pressure losses in real industrial columns. SULCOL assumes a
round cross-section for the column, so the geometry of the column in the SULCOL is
not exactly equivalent to the geometry in simulations presented in Chapt. 7.5.1 with
periodic boundary conditions. In this case for SULCOL, the diameter of the column
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is set to 10 m, as the width of the column in simulations is 10 m. The calculation
procedure in SULCOL is based on the data from measurements in laboratory and
industrial scale columns and thus the results from SULCOL are considered rather
reliable. Therefore, it is deducted that the pressure drop in simulations may be too
low and therefore the maldistribution is modelled very conservatively, as the higher
pressure drop would also smooth out the maldistributed gas phase better than in
current results.

The reason for the signi�cantly smaller pressure drop in simulations may occur
because of the lack of the turbulence. Turbulence induces pressure losses because
of the turbulent di�usion. The �ow in bed was assumed laminar according to the
packing Reynolds number and because the calculation conducted with laminar �ow
in bed in Chapt. 7.3 seemed to produce good results when compared to the exper-
imental results. The �ow in bed is presumably still turbulent to some extent, and
this has maybe larger e�ect in the large industrial scale column than in laboratory
scale, in which the resistance factor was obtained. The right turbulence production
should be known in order to have more reliable results. In the previous computations
for columns the pressure loss is usually a known parameter and the resistance for
the isotropic porosity presenting bed is tuned according to the pressure loss. This
is an option also for the anisotropic porosity model. In that case it is assumed that
all the resistance, including turbulence, is taken into account in the porous media
resistance factor.

The industrial scale case with the maldistributed inlet was calculated again with
a coe�cient fe2 = 10 tuned according to the pressure loss p = 900 Pa. In Fig. 77
the velocity pro�les at the di�erent heights are presented and it is seen, that the
di�erences between the velocity pro�les in Figs. 62 and 77 are marginal. Hence, the
used packing cannot completely smooth out the severely distorted gas inlet pro�le
in a 8 m high bed.
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Figure 77: Velocity pro�les (m/s) at di�erent heights in a column of height of 8 m.
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8 Recommendations for future work

In this work, the structured packed bed is modelled as an anisotropic porous media,
as explained in Chapt. 7. In the new model it has been assumed that the resis-
tance perpendicular to the metal sheets which form the packing is assumed to be
1000 times higher as the resistance in direction of the �ow channels in the packing.
Pressure loss measurements in di�erent directions of the packing could provide im-
portant information of the resistance of the packing in di�erent directions, which
could bene�t improving the porous model. The measurements could be conducted
in a subsonic wind tunnel or in a channel built speci�cally for these measurements,
for which the �ow could be provided by a blower. The packing should be cut in
directions perpendicular and parallel to the �ow channels and additionally in some
angles between them, if needed.

The �ow �eld in a structured packed bed for example in an absorption column
is a two-phase �ow system consisting of gas and liquid phases. However, because of
the restricted computational capacity and the large size of the columns in industrial
scale, only a gas-phase �ow by means of CFD was investigated in this work. In
some previous studies, methods for taking additionally liquid phase into account are
presented. The elementary cell model of Mahr and Mewes presented in Chapt. 6.1,
allows taking the two-phase �ow into account. The model is implemented in an
existing CFD code, CFX 10.0. The applicability of the model for large scale com-
putations could be further studied.

The e�ect of the liquid on the gas �ow and the additional pressure loss due to
the liquid �ow in the packing can be investigated with the aid of VOF (Volume
of Fluid) calculations. The results could bene�t improving the parameters of the
porous model, as is done in the study of Raynal presented in Chapt. 6.2 [23].

In this work, a �ow in the porous media was assumed to be laminar according
to Reynolds number of the hydraulic diameter of the �ow channel in the structured
packing (Tab. 4). However, �ow in structured packing may be turbulent even if the
�ow channels presumably damp part of the turbulence by restricting the turbulence
length scale to the diameter of the �ow channels. Conventional turbulence models
that are based on the global �ow cannot model the anisotropic turbulence reliably
and, therefore, in this work turbulence in the packing was suppressed by setting
the turbulent kinematic viscosity to zero. Turbulence modelling in the packing
could be improved with supplementary information on the turbulence in structured
packing. Turbulence a�ects how the velocity di�erences smooth out and the pressure
loss across the bed, as is seen in the results in Chapt. 7.3. Thus the appropriate
modelling of turbulence is essential for the prediction of the �ow �eld and pressure
loss in a packed bed.

Investigation of the turbulence in the packing could be conducted with either
CFD or experimentally. One option to study turbulence with CFD is direct numer-
ical simulation (DNS), which is shortly explained in Chapt. 4.3.1. The computation
size is limited in case of DNS, so that only few channels representing the packing
structure could be modelled.

Turbulence can also be studied experimentally. The conventional wind tunnel
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measurements and Particle Image Velocimetry (PIV) could provide important data
of the �ow �elds and turbulence. The wind tunnel measurements can be also con-
ducted with a scaled (enlarged) model, and more accurate data of �ow �elds could
be obtained. In the wind tunnel experiments the measurements with a hot-wire
anemometer will give accurate data of velocity �uctuations and thus the turbulence
measurements are possible [59].

The information of turbulence obtained from either numerical or experimental
studies can be applied to investigate whether the turbulence is modelled correctly
with conventional turbulence models or not. If not, the data can be used to modify
existing turbulence models appropriate for structured packing. For example mod-
ifying turbulence production term according to the data on turbulence would also
change the value of turbulent kinematic viscosity νt to a more appropriate value.
This could be an option to model average turbulence correctly.

In this model, the �ow was assumed to be incompressible. Taking compressibility
into account necessitates using the solver for compressible �ows in OpenFOAM,
which takes also porosity into account. There are three appropriate solvers for
compressible �ow in porous media in OpenFOAM 2.1.1:

• rhoPorousMRFSimpleFoam: A steady-state solver for laminar or turbulent �ow
of compressible �uids with RANS turbulence modelling. Model includes im-
plicit or explicit porosity treatment and moving reference frame option (MRF),
which can be used for example to determine moving parts in the grid.

• rhoPorousMRFPimpleFoam: Transient solver for laminar or turbulent �ow of
compressible �uids. Model includes implicit or explicit porosity treatment and
multiple reference frame option (MRF).

• rhoPorousMRFLTSPimpleFoam: Transient solver for laminar or turbulent �ow
of compressible �uids with local time-stepping for e�cient steady-state so-
lution. Model includes implicit or explicit porosity treatment and multiple
reference frame option (MRF).

The porous model applied in this thesis in incompressible solver porousSimpleFoam
could be applied to the presented compressible solvers, too. The main �le de�ning
porosity is porousZones, which in compressible solvers includes the temperature.
The e�ect of the compressibility on the porous model should be tested against the
experimental results.
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9 Conclusions

The aim of this research was to create a practical CFD model for engineering
purposes for a structured packed beds, which are used for example in absorption
columns. The previous studies associated to �uid dynamics computations in packed
beds were studied and a simple approach to model only the gas �ow in the packed
bed was selected. In case of large scale applications, such as industrial scale columns,
modelling the exact geometry of the packing is computationally too expensive.
Therefore, the structured packed bed is described as an anisotropic porous me-
dia. For �uid dynamics computations, an open-source CFD software, OpenFOAM
2.1.1, is applied. OpenFOAM 2.1.1 includes an option to calculate �ows in porous
media. The porous media is taken into account as a supplementary resistance in
the momentum equation and modelled by the Darcy-Forchheimer equation (70), as
explained in Chapt. 5.1. In OpenFOAM 2.1.1, the local coordinates for porous me-
dia can be de�ned by the user and the coe�cients in Darcy-Forchheimer equation
are de�ned separately for each local coordinate direction. Thus it is possible to take
into account the �ow channels and wall sheets in the structured packing through
the coe�cients of the porous media model.

The coe�cients of the Darcy-Forchheimer equation for porous media are tuned
according to the experimental results of Owens [24]. The calculations for the column
similar to the column in Owens study are presented in Chapt. 7.3. Many simpli-
fying assumptions were made in order to obtain the coe�cients. It was assumed,
that the gas density ρ is constant. It was also assumed, that the inertial term in
Darcy-Forchheimer equation dominates in the �ow through porous media, since the
Reynolds number according to the hydraulic diameter of the packing �ow channel
is Re = {562− 3096} and according to [40] the transition from Darcy �ow (viscous
term dominates) to Darcy-Forchheimer �ow occurs at the Reynolds number of order
102. Therefore, only the coe�cient of inertial term, f , is de�ned for the packing.
The coe�cient f perpendicular to the sheets in the packing was assumed to be 1000
times the coe�cient f in the direction of �ow channels. Thus in practice the sheets
are assumed impermeable. This approximation was also applied in study of Raynal
[23]. The parameters of the packing depend now on many assumptions. Therefore,
more investigations for example on pressure drop in di�erent directions should be
conducted in order to obtain more data on the parameters of the packing in di�erent
directions.

The coe�cient f in the �ow channel direction is obtained by iteratively calculat-
ing the �ow through the column with the di�erent velocities, which were also applied
in Owens experiments. Finally, a coe�cient f that satis�es the experimental curve,
i.e. pressure loss as a function of a velocity, was obtained. The advantage to inves-
tigate the pressure loss in a small scale column of Owens presented in Chapt. 7.3, is
that it can be assumed that the �ow is rather evenly distributed, thus the maldis-
tribution does not have an e�ect on the coe�cient validation results. The packing
used in Owens experiments was Mellapak 250Y, which is a common packing type in
absorption columns.

After tuning the coe�cients according to the pressure loss in Chapt. 7.3, the



112

ability of the model to capture maldistribution in larger scale was studied. The Olu-
ji¢ study [27] presented in Chapt. 6.4 provides data of maldistribution experiments
in packed beds. The packing in the pilot scale column was the Montz-pak B1-250,
which has same geometric characteristics as Mellapak 250Y, except thatthe Mella-
pak 250Y consists of perforated sheets and the Montz-pak B1-250 of non-perforated
sheets. The packing geometry is, however, not modelled exactly but approximated
by the directional porous media approach, so the slight di�erences in packing de-
tails are not severe. In the simulation, lower pressure losses across the bed were
obtained than in experimental results, and this may be because of the di�erences
in the packing sheets. The study of Oluji¢ included investigations of initial maldis-
tribution. Two cases, chordal blockage and central blockage at the inlet of the bed
were chosen. The simulations with a porous model for these two cases were con-
ducted in Chapt. 7.4 and the results with an anisotropic porous model predicted the
maldistribution in the packing according to the experimental results. In Chapt. 7.4,
also isotropic porous model was applied in simulations for the two maldistributed
cases, and it was noticed that in case of isotropic porous media, the maldistribution
smoothed out too fast when compared to the experimental results. According to
these results, the anisotropic porosity model seems to capture the maldistribution
of the gas phase in structured packed bed. In order to obtain accurate pressure
losses, probably a small scale pressure loss investigation must be made for the spe-
ci�c packing in consideration.

After the model validation, two simulations for an industrial scale bed of 10 m
width were conducted. In the �rst simulation a severe maldistribution below the bed
was assumed, so that the velocity di�erences at bed inlet are from 0 m/s to 4 m/s.
The results indicated that this maldistribution does not smooth out completely even
in a bed of height of 8 m. In the second industrial scale simulation, the support
beams below the packed bed were taken into account as �ve impermeable walls. The
beams induced local distributions to the velocity �eld near the inlet of the bed, but
the distributions smoothed out approximately in the height of three packing layers.
Thus it can be deducted that the support beams do not induce severe maldistribution
to the packed bed.

The �nal outcome of this work is experience in using an anisotropic porous model.
The model was systematically validated, compared to earlier models and applied an
industrial scale cases to obtain new information on the �ow in structured packed
beds.
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A Appendix: Numerical schemes

Numerical schemes of OpenFOAM de�ned in the �le
/system/fvSchemes:

/*--------------------------------*- C++ -*----------------------------------*\

| ========= | |

| \\ / F ield | OpenFOAM: The Open Source CFD Toolbox |

| \\ / O peration | Version: 2.1.1 |

| \\ / A nd | Web: www.OpenFOAM.org |

| \\/ M anipulation | |

\*---------------------------------------------------------------------------*/

FoamFile

{

version 2.0;

format ascii;

class dictionary;

location "system";

object fvSchemes;

}

// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

ddtSchemes

{

default steadyState;

}

gradSchemes

{

grad(U) Gauss linear;

grad(p) Gauss linear;

grad(k) Gauss linear;

grad(omega) Gauss linear;

}

divSchemes

{

div(phi,U) Gauss linearUpwindV grad(U);

div((nuEff*dev(T(grad(U))))) Gauss linear;

div(phi,omega) Gauss linear; //upwind;

div(phi,k) Gauss linear; //upwind;

}

laplacianSchemes

{

laplacian(nuEff,U) Gauss linear corrected;

laplacian(rAU,p) Gauss linear corrected;

laplacian(DomegaEff,omega) Gauss linear corrected;

laplacian(DkEff,k) Gauss linear corrected;

}

interpolationSchemes

{

interpolate(U) linear;

interpolate(grad(p)) linear;

}

snGradSchemes

{

}

fluxRequired

{

p ;

}

// ************************************************************************* //
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B Appendix: Solution methods

Solution methods for linear equations of OpenFOAM de�ned in the �le
/system/fvSolution:

/*--------------------------------*- C++ -*----------------------------------*\

| ========= | |

| \\ / F ield | OpenFOAM: The Open Source CFD Toolbox |

| \\ / O peration | Version: 2.1.1 |

| \\ / A nd | Web: www.OpenFOAM.org |

| \\/ M anipulation | |

\*---------------------------------------------------------------------------*/

FoamFile

{

version 2.0;

format ascii;

class dictionary;

location "system";

object fvSolution;

}

// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

solvers

{

p

{

solver GAMG;

tolerance 1e-08;

relTol 0.05;

smoother GaussSeidel;

cacheAgglomeration off;

nCellsInCoarsestLevel 20;

agglomerator faceAreaPair;

mergeLevels 1;

}

"(k|omega)"

{

solver smoothSolver;

smoother GaussSeidel;

nSweeps 2;

tolerance 1e-07;

relTol 0.1;

}

}

SIMPLE

{

nUCorrectors 2;

nNonOrthogonalCorrectors 0;

}

relaxationFactors

{

fields

{

p 0.1;

}

equations

{

U 0.1;

k 0.3;

omega 0.3;

}

}

// ************************************************************************* //
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C Appendix: Parabolic inlet velocity pro�le

The parabolic inlet velocity pro�le is de�ned in �le
system/funkySetFieldsDict:

/*--------------------------------*- C++ -*----------------------------------*/

//

// funkySetFields example for cavity tutorial

// run: blockMesh

// run: funkySetFields -time 0

//

// See instructions in:

// http://openfoamwiki.net/index.php/Contrib/swak4Foam

// http://openfoamwiki.net/index.php/Contrib_funkySetFields

//

FoamFile

{

version 2.0;

format ascii;

root "";

case "";

instance "";

local "";

class dictionary;

object funkySetFieldsDict;

}

expressions

(

// 1. initialize whole U field to rotation and copy

// values to valuePatches

initMovingWall

{

field U;

variables

(

"x=pos().x;"

"z=pos().z;"

"r=sqrt(x*x+z*z);" //origo in the middle

);

keepPatches true;

valuePatches ("inlet_d1");

expression "vector (0, -750.6*(r*r)+4.0, 0)";

}

// 2. Set internal field to a fixed value

initInternalField

{

field U;

keepPatches true;

expression "vector (0, 0, 0)";

}

);
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D Appendix:

Piecewise continuous inlet velocity pro�le

The piecewise continuous inlet velocity pro�le is de�ned in �le
system/funkySetFieldsDict:

/*--------------------------------*- C++ -*----------------------------------*/

//

// funkySetFields example for cavity tutorial

// run: blockMesh

// run: funkySetFields -time 0

//

// See instructions in:

// http://openfoamwiki.net/index.php/Contrib/swak4Foam

// http://openfoamwiki.net/index.php/Contrib_funkySetFields

//

FoamFile

{

version 2.0;

format ascii;

root "";

case "";

instance "";

local "";

class dictionary;

object funkySetFieldsDict;

}

expressions

(

// 1. initialize whole U field to rotation and copy values to valuePatches

initMovingWall1

{

field U;

variables

(

"x=pos().x;"

"y=pos().y;"

"z=pos().z;"

);

//keepPatches true;

valuePatches ("inlet");

expression "vector (0, 0, 0)";

condition "pos().x < 4.0";

}

initMovingWall2

{

field U;

variables

(

"x=pos().x;"

"y=pos().y;"

"z=pos().z;"

);

//keepPatches true;

valuePatches ("inlet");

expression "vector (0, 4.0, 0)";

condition "pos().x > 6.0";
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}

initMovingWall3

{

field U;

variables

(

"x=pos().x;"

"y=pos().y;"

"z=pos().z;"

);

//keepPatches true;

valuePatches ("inlet");

expression "vector (0, 2*x-8.0, 0)";

condition "pos().x >= 4.0 && pos().x <= 6.0";

}

// 2. Set internal field to a fixed value

initInternalField

{

field U;

keepPatches true;

expression "vector (0, 0, 0)";

}

);
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E Appendix: Implementing a new turbulence model

in OpenFOAM

Implementing an own turbulence model in OpenFOAM using kOmegaSST as a base is
presented in this appendix. The modi�cations to kOmegaSST are made to set νt = 0
in the porous zones. The new turbulence model is thus called porouskOmegaSST

• Go to the folder containing turbulence models, like:
/opt/openfoam211/src/turbulenceModels/incompressible/RAS

• Copy kOmegaSST-folder as a new folder in your user account :
cp -r �parents src/turbulenceModels/incompressible/RAS/kOmegaSST

$WM_PROJECT_USER_DIR

• Go to the copied folder:
cd $WM_PROJECT_USER_DIR/src/turbulenceModels/incompressible/RAS and
give a command sed -i 's/kOmegaSST/porouskOmegaSST/g' *

• Copy Make-folder from
$FOAM_SRC/turbulenceModels/incompressible/RAS/Make to the copied tur-
bulence model folder. Do the modi�cations to obtain

Make/files:

EXE_INC = \

-I$(LIB_SRC)/turbulenceModels \

-I$(LIB_SRC)/transportModels \

-I$(LIB_SRC)/finiteVolume/lnInclude \

-I$(LIB_SRC)/meshTools/lnInclude

-I$(LIB_SRC)/turbulenceModels/incompressible/RAS/lnInclude

LIB_LIBS = \

-lincompressibleTurbulenceModel \

-lincompressibleRASModels \

-lfiniteVolume \

-lmeshTools

Make/files:

porouskOmegaSST/porouskOmegaSST.C

LIB = $(FOAM_USER_LIBBIN)/libuserRAS

• In folder user/src/turbulenceModels/incompressible/RAS give command
wmake libso

• Add a line in the controlDict-�le:
libs ("libuserRAS.so");

• The new turbulence model should work as the new turbulence model is given
in a �le constant/RASProperties.
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The modi�ed kOmegaSST.C -�le for porous media:
porouskOmegaSST.C

/*---------------------------------------------------------------------------*\

========= |

\\ / F ield | OpenFOAM: The Open Source CFD Toolbox

\\ / O peration |

\\ / A nd | Copyright (C) 2011 OpenFOAM Foundation

\\/ M anipulation |

-------------------------------------------------------------------------------

License

This file is part of OpenFOAM.

OpenFOAM is free software: you can redistribute it and/or modify it

under the terms of the GNU General Public License as published by

the Free Software Foundation, either version 3 of the License, or

(at your option) any later version.

OpenFOAM is distributed in the hope that it will be useful, but WITHOUT

ANY WARRANTY; without even the implied warranty of MERCHANTABILITY or

FITNESS FOR A PARTICULAR PURPOSE. See the GNU General Public License

for more details.

You should have received a copy of the GNU General Public License

along with OpenFOAM. If not, see <http://www.gnu.org/licenses/>.

\*---------------------------------------------------------------------------*/

#include "porouskOmegaSST.H"

#include "addToRunTimeSelectionTable.H"

#include "backwardsCompatibilityWallFunctions.H"

// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

namespace Foam

{

namespace incompressible

{

namespace RASModels

{

// * * * * * * * * * * * * * * Static Data Members * * * * * * * * * * * * * //

defineTypeNameAndDebug(porouskOmegaSST, 0);

addToRunTimeSelectionTable(RASModel, porouskOmegaSST, dictionary);

// * * * * * * * * * * * * Private Member Functions * * * * * * * * * * * * //

tmp<volScalarField> porouskOmegaSST::F1(const volScalarField& CDkOmega) const

{

tmp<volScalarField> CDkOmegaPlus = max

(

CDkOmega,

dimensionedScalar("1.0e-10", dimless/sqr(dimTime), 1.0e-10)

);

tmp<volScalarField> arg1 = min

(

min

(

max

(

(scalar(1)/betaStar_)*sqrt(k_)/(omega_*y_),

scalar(500)*nu()/(sqr(y_)*omega_)

),

(4*alphaOmega2_)*k_/(CDkOmegaPlus*sqr(y_))

),



124

scalar(10)

);

return tanh(pow4(arg1));

}

tmp<volScalarField> porouskOmegaSST::F2() const

{

tmp<volScalarField> arg2 = min

(

max

(

(scalar(2)/betaStar_)*sqrt(k_)/(omega_*y_),

scalar(500)*nu()/(sqr(y_)*omega_)

),

scalar(100)

);

return tanh(sqr(arg2));

}

// * * * * * * * * * * * * * * * * Constructors * * * * * * * * * * * * * * //

porouskOmegaSST::porouskOmegaSST

(

const volVectorField& U,

const surfaceScalarField& phi,

transportModel& transport,

const word& turbulenceModelName,

const word& modelName

)

:

RASModel(modelName, U, phi, transport, turbulenceModelName),

alphaK1_

(

dimensioned<scalar>::lookupOrAddToDict

(

"alphaK1",

coeffDict_,

0.85034

)

),

alphaK2_

(

dimensioned<scalar>::lookupOrAddToDict

(

"alphaK2",

coeffDict_,

1.0

)

),

alphaOmega1_

(

dimensioned<scalar>::lookupOrAddToDict

(

"alphaOmega1",

coeffDict_,

0.5

)

),

alphaOmega2_

(

dimensioned<scalar>::lookupOrAddToDict

(

"alphaOmega2",

coeffDict_,
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0.85616

)

),

gamma1_

(

dimensioned<scalar>::lookupOrAddToDict

(

"gamma1",

coeffDict_,

0.5532

)

),

gamma2_

(

dimensioned<scalar>::lookupOrAddToDict

(

"gamma2",

coeffDict_,

0.4403

)

),

beta1_

(

dimensioned<scalar>::lookupOrAddToDict

(

"beta1",

coeffDict_,

0.075

)

),

beta2_

(

dimensioned<scalar>::lookupOrAddToDict

(

"beta2",

coeffDict_,

0.0828

)

),

betaStar_

(

dimensioned<scalar>::lookupOrAddToDict

(

"betaStar",

coeffDict_,

0.09

)

),

a1_

(

dimensioned<scalar>::lookupOrAddToDict

(

"a1",

coeffDict_,

0.31

)

),

c1_

(

dimensioned<scalar>::lookupOrAddToDict

(

"c1",

coeffDict_,

10.0

)

),

y_(mesh_),
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k_

(

IOobject

(

"k",

runTime_.timeName(),

mesh_,

IOobject::NO_READ,

IOobject::AUTO_WRITE

),

autoCreateK("k", mesh_)

),

omega_

(

IOobject

(

"omega",

runTime_.timeName(),

mesh_,

IOobject::NO_READ,

IOobject::AUTO_WRITE

),

autoCreateOmega("omega", mesh_)

),

nut_

(

IOobject

(

"nut",

runTime_.timeName(),

mesh_,

IOobject::NO_READ,

IOobject::AUTO_WRITE

),

autoCreateNut("nut", mesh_)

)

{

bound(k_, kMin_);

bound(omega_, omegaMin_);

nut_ =

(

a1_*k_

/ max

(

a1_*omega_,

F2()*sqrt(2.0)*mag(symm(fvc::grad(U_)))

)

);

nut_.correctBoundaryConditions();

printCoeffs();

}

// * * * * * * * * * * * * * * * Member Functions * * * * * * * * * * * * * //

tmp<volSymmTensorField> porouskOmegaSST::R() const

{

return tmp<volSymmTensorField>

(

new volSymmTensorField

(

IOobject

(

"R",

runTime_.timeName(),
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mesh_,

IOobject::NO_READ,

IOobject::NO_WRITE

),

((2.0/3.0)*I)*k_ - nut_*twoSymm(fvc::grad(U_)),

k_.boundaryField().types()

)

);

}

tmp<volSymmTensorField> porouskOmegaSST::devReff() const

{

return tmp<volSymmTensorField>

(

new volSymmTensorField

(

IOobject

(

"devRhoReff",

runTime_.timeName(),

mesh_,

IOobject::NO_READ,

IOobject::NO_WRITE

),

-nuEff()*dev(twoSymm(fvc::grad(U_)))

)

);

}

tmp<fvVectorMatrix> porouskOmegaSST::divDevReff(volVectorField& U) const

{

return

(

- fvm::laplacian(nuEff(), U)

- fvc::div(nuEff()*dev(T(fvc::grad(U))))

);

}

bool porouskOmegaSST::read()

{

if (RASModel::read())

{

alphaK1_.readIfPresent(coeffDict());

alphaK2_.readIfPresent(coeffDict());

alphaOmega1_.readIfPresent(coeffDict());

alphaOmega2_.readIfPresent(coeffDict());

gamma1_.readIfPresent(coeffDict());

gamma2_.readIfPresent(coeffDict());

beta1_.readIfPresent(coeffDict());

beta2_.readIfPresent(coeffDict());

betaStar_.readIfPresent(coeffDict());

a1_.readIfPresent(coeffDict());

c1_.readIfPresent(coeffDict());

return true;

}

else

{

return false;

}

}

void porouskOmegaSST::correct()

{
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RASModel::correct();

if (!turbulence_)

{

return;

}

if (mesh_.changing())

{

y_.correct();

}

const volScalarField S2(2*magSqr(symm(fvc::grad(U_))));

volScalarField G("RASModel::G", nut_*S2);

// Update omega and G at the wall

omega_.boundaryField().updateCoeffs();

const volScalarField CDkOmega

(

(2*alphaOmega2_)*(fvc::grad(k_) & fvc::grad(omega_))/omega_

);

const volScalarField F1(this->F1(CDkOmega));

// Turbulent frequency equation

tmp<fvScalarMatrix> omegaEqn

(

fvm::ddt(omega_)

+ fvm::div(phi_, omega_)

- fvm::Sp(fvc::div(phi_), omega_)

- fvm::laplacian(DomegaEff(F1), omega_)

==

gamma(F1)*S2

- fvm::Sp(beta(F1)*omega_, omega_)

- fvm::SuSp

(

(F1 - scalar(1))*CDkOmega/omega_,

omega_

)

);

omegaEqn().relax();

//mesh_.cellZones().findIndices("porosity1")

omegaEqn().boundaryManipulate(omega_.boundaryField());

solve(omegaEqn);

bound(omega_, omegaMin_);

// Turbulent kinetic energy equation

tmp<fvScalarMatrix> kEqn

(

//forAll(mesh_.cellZones()["porosity4"], i)

//{

// omega_[i] = 10.*omega_[i];

//}

fvm::ddt(k_)

+ fvm::div(phi_, k_)

- fvm::Sp(fvc::div(phi_), k_)

- fvm::laplacian(DkEff(F1), k_)

==

min(G, c1_*betaStar_*k_*omega_)

- fvm::Sp(betaStar_*omega_, k_)

);

kEqn().relax();
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solve(kEqn);

bound(k_, kMin_);

// Re-calculate viscosity

nut_ = a1_*k_/max(a1_*omega_, F2()*sqrt(S2));

nut_.correctBoundaryConditions();

//---Modified to set nut = 0 in porousZones.

//---Check porousZone.C

Info<< "Setting nut=0 in porosity1" << endl;

const labelList& cells1 = mesh_.cellZones()["porosity1"];

forAll(cells1, i)

//forAll(mesh_.cellZones()["porosity1"], i)

{

nut_[cells1[i]] = 0.;

}

Info<< "Setting nut=0 in porosity2" << endl;

const labelList& cells2 = mesh_.cellZones()["porosity2"];

forAll(cells2, i)

//forAll(mesh_.cellZones()["porosity2"], i)

{

nut_[cells2[i]] = 0.;

}

Info<< "Setting nut=0 in porosity3" << endl;

const labelList& cells3 = mesh_.cellZones()["porosity3"];

forAll(cells3, i)

//forAll(mesh_.cellZones()["porosity3"], i)

{

nut_[cells3[i]] = 0.;

}

Info<< "Setting nut=0 in porosity4" << endl;

const labelList& cells4 = mesh_.cellZones()["porosity4"];

forAll(cells4, i)

//forAll(mesh_.cellZones()["porosity4"], i)

{

nut_[cells4[i]] = 0.;

}

//---

}

// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

} // End namespace RASModels

} // End namespace incompressible

} // End namespace Foam

// ************************************************************************* //
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F Appendix: Grid generation in OpenFOAM

A simple grid is generated with blockMesh-utility. The grid is de�ned in �le
constant/polyMesh/blockMesh:

/*--------------------------------*- C++ -*----------------------------------*\

| ========= | |

| \\ / F ield | OpenFOAM: The Open Source CFD Toolbox |

| \\ / O peration | Version: 2.1.1 |

| \\ / A nd | Web: www.OpenFOAM.org |

| \\/ M anipulation | |

\*---------------------------------------------------------------------------*/

FoamFile

{

version 2.0;

format ascii;

class dictionary;

object blockMeshDict;

}

// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

convertToMeters 1.0;

vertices

(

(0 0 0)

(1.4 0 0)

(1.4 1.5 0)

(0 1.5 0)

(0 0 1.4)

(1.4 0 1.4)

(1.4 1.5 1.4)

(0 1.5 1.4)

);

blocks

(

hex (0 1 2 3 4 5 6 7) (140 150 140) simpleGrading (1 1 1)

);

edges

(

);

boundary

(

inlet

{

type patch;

faces

(

(1 5 4 0)

);

}

outlet

{

type patch;

faces

(

(3 7 6 2)

);

}

wall

{

type wall;

faces

(

(2 6 5 1)

(0 4 7 3)

(4 5 6 7)

(0 3 2 1)
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);

}

);

mergePatchPairs

(

);

// ************************************************************************* //
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With snappyHexMesh-utility of OpenFOAM the arbitrary geometry from the exist-
ing blockMesh-grid can be taken by de�ning the geometry for example with STL-
surfaces. The snappyHexMesh-utility is de�ned by user in the �le snappyHexMeshDict:

/*--------------------------------*- C++ -*----------------------------------*\

| ========= | |

| \\ / F ield | OpenFOAM: The Open Source CFD Toolbox |

| \\ / O peration | Version: 2.1.1 |

| \\ / A nd | Web: www.OpenFOAM.org |

| \\/ M anipulation | |

\*---------------------------------------------------------------------------*/

FoamFile

{

version 2.0;

format ascii;

class dictionary;

object snappyHexMeshDict;

}

// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

// Which of the steps to run

castellatedMesh true;

snap true;

addLayers false;

// Geometry. Definition of all surfaces. All surfaces are of class

// searchableSurface.

// Surfaces are used

// - to specify refinement for any mesh cell intersecting it

// - to specify refinement for any mesh cell inside/outside/near

// - to 'snap' the mesh boundary to the surface

geometry

{

inlet.stl

{

type triSurfaceMesh;

name inlet;

}

outlet.stl

{

type triSurfaceMesh;

name outlet;

}

wall.stl

{

type triSurfaceMesh;

name wall;

}

refinementBox

{

type searchableBox;

min (-1.0 -0.7 0.0);

max ( 8.0 0.7 2.5);

}

};

// Settings for the castellatedMesh generation.

castellatedMeshControls

{

// Refinement parameters

// ~~~~~~~~~~~~~~~~~~~~~

// If local number of cells is >= maxLocalCells on any processor

// switches from from refinement followed by balancing
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// (current method) to (weighted) balancing before refinement.

maxLocalCells 10000000;

// Overall cell limit (approximately). Refinement will stop immediately

// upon reaching this number so a refinement level might not complete.

// Note that this is the number of cells before removing the part which

// is not 'visible' from the keepPoint. The final number of cells might

// actually be a lot less.

maxGlobalCells 30000000;

// The surface refinement loop might spend lots of iterations refining just a

// few cells. This setting will cause refinement to stop if <= minimumRefine

// are selected for refinement. Note: it will at least do one iteration

// (unless the number of cells to refine is 0)

minRefinementCells 0; // 10;

// Allow a certain level of imbalance during refining

// (since balancing is quite expensive)

// Expressed as fraction of perfect balance (= overall number of cells /

// nProcs). 0=balance always.

maxLoadUnbalance 0.10;

// Number of buffer layers between different levels.

// 1 means normal 2:1 refinement restriction, larger means slower

// refinement.

nCellsBetweenLevels 3;

// Explicit feature edge refinement

// ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

// Specifies a level for any cell intersected by its edges.

// This is a featureEdgeMesh, read from constant/triSurface for now.

features

(

{

file "wall.eMesh";

level 0;

}

);

// Surface based refinement

// ~~~~~~~~~~~~~~~~~~~~~~~~

// Specifies two levels for every surface. The first is the minimum level,

// every cell intersecting a surface gets refined up to the minimum level.

// The second level is the maximum level. Cells that 'see' multiple

// intersections where the intersections make an

// angle > resolveFeatureAngle get refined up to the maximum level.

refinementSurfaces

{

inlet

{

level (0 0);

}

outlet

{

level (0 0);

}

wall

{

level (0 0);

}

}
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// Resolve sharp angles

resolveFeatureAngle 30;

// Region-wise refinement

// ~~~~~~~~~~~~~~~~~~~~~~

// Specifies refinement level for cells in relation to a surface. One of

// three modes

// - distance. 'levels' specifies per distance to the surface the

// wanted refinement level. The distances need to be specified in

// descending order.

// - inside. 'levels' is only one entry and only the level is used. All

// cells inside the surface get refined up to the level. The surface

// needs to be closed for this to be possible.

// - outside. Same but cells outside.

refinementRegions

{

/*

refinementBox

{

mode inside;

levels ((1E15 4));

}

*/

}

// Mesh selection

// ~~~~~~~~~~~~~~

// After refinement patches get added for all refinementSurfaces and

// all cells intersecting the surfaces get put into these patches. The

// section reachable from the locationInMesh is kept.

// NOTE: This point should never be on a face, always inside a cell, even

// after refinement.

locationInMesh (0.7 0.7 0.7);

// Whether any faceZones (as specified in the refinementSurfaces)

// are only on the boundary of corresponding cellZones or also allow

// free-standing zone faces. Not used if there are no faceZones.

allowFreeStandingZoneFaces false; // true;

}

// Settings for the snapping.

snapControls

{

//- Number of patch smoothing iterations before finding correspondence

// to surface

nSmoothPatch 3;

//- Relative distance for points to be attracted by surface feature point

// or edge. True distance is this factor times local

// maximum edge length.

tolerance 4.0;

//- Number of mesh displacement relaxation iterations.

nSolveIter 500; // 0;

//- Maximum number of snapping relaxation iterations. Should stop

// before upon reaching a correct mesh.

nRelaxIter 30; // 5;

//- Highly experimental and wip: number of feature edge snapping

// iterations. Leave out altogether to disable.

// Do not use here since mesh resolution too low and baffles present

nFeatureSnapIter 10;

}
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// Settings for the layer addition.

addLayersControls

{

// Are the thickness parameters below relative to the undistorted

// size of the refined cell outside layer (true) or absolute sizes (false).

relativeSizes true;

// Per final patch (so not geometry!) the layer information

layers

{

}

// Expansion factor for layer mesh

expansionRatio 1.0;

//- Wanted thickness of final added cell layer. If multiple layers

// is the

// thickness of the layer furthest away from the wall.

// Relative to undistorted size of cell outside layer.

// is the thickness of the layer furthest away from the wall.

// See relativeSizes parameter.

finalLayerThickness 0.3;

//- Minimum thickness of cell layer. If for any reason layer

// cannot be above minThickness do not add layer.

// Relative to undistorted size of cell outside layer.

minThickness 0.1;

//- If points get not extruded do nGrow layers of connected faces that are

// also not grown. This helps convergence of the layer addition process

// close to features.

// Note: changed(corrected) w.r.t 17x! (didn't do anything in 17x)

nGrow 0;

// Advanced settings

//- When not to extrude surface. 0 is flat surface, 90 is when two faces

// make straight angle.

featureAngle 30;

//- Maximum number of snapping relaxation iterations. Should stop

// before upon reaching a correct mesh.

nRelaxIter 3;

// Number of smoothing iterations of surface normals

nSmoothSurfaceNormals 1;

// Number of smoothing iterations of interior mesh movement direction

nSmoothNormals 3;

// Smooth layer thickness over surface patches

nSmoothThickness 10;

// Stop layer growth on highly warped cells

maxFaceThicknessRatio 0.5;

// Reduce layer growth where ratio thickness to medial

// distance is large

maxThicknessToMedialRatio 0.3;

// Angle used to pick up medial axis points

// Note: changed(corrected) w.r.t 17x! 90 degrees corresponds to 130 in 17x.

minMedianAxisAngle 90;

// Create buffer region for new layer terminations

nBufferCellsNoExtrude 0;
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// Overall max number of layer addition iterations. The mesher will exit

// if it reaches this number of iterations; possibly with an illegal

// mesh.

nLayerIter 50;

}

// Generic mesh quality settings. At any undoable phase these determine

// where to undo.

meshQualityControls

{

//- Maximum non-orthogonality allowed. Set to 180 to disable.

maxNonOrtho 65;

//- Max skewness allowed. Set to <0 to disable.

maxBoundarySkewness 20;

maxInternalSkewness 4;

//- Max concaveness allowed. Is angle (in degrees) below which concavity

// is allowed. 0 is straight face, <0 would be convex face.

// Set to 180 to disable.

maxConcave 80;

//- Minimum pyramid volume. Is absolute volume of cell pyramid.

// Set to a sensible fraction of the smallest cell volume expected.

// Set to very negative number (e.g. -1E30) to disable.

minVol 1e-13;

//- Minimum quality of the tet formed by the face-centre

// and variable base point minimum decomposition triangles and

// the cell centre. This has to be a positive number for tracking

// to work. Set to very negative number (e.g. -1E30) to

// disable.

// <0 = inside out tet,

// 0 = flat tet

// 1 = regular tet

minTetQuality 1e-30;

//- Minimum face area. Set to <0 to disable.

minArea -1;

//- Minimum face twist. Set to <-1 to disable. dot product of face normal

//- and face centre triangles normal

minTwist 0.02;

//- minimum normalised cell determinant

//- 1 = hex, <= 0 = folded or flattened illegal cell

minDeterminant 0.001;

//- minFaceWeight (0 -> 0.5)

minFaceWeight 0.02;

//- minVolRatio (0 -> 1)

minVolRatio 0.01;

//must be >0 for Fluent compatibility

minTriangleTwist -1;

// Advanced

//- Number of error distribution iterations

nSmoothScale 4;

//- amount to scale back displacement at error points

errorReduction 0.75;

}

// Advanced

// Flags for optional output
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// 0 : only write final meshes

// 1 : write intermediate meshes

// 2 : write volScalarField with cellLevel for postprocessing

// 4 : write current intersections as .obj files

debug 2;

// Merge tolerance. Is fraction of overall bounding box of initial mesh.

// Note: the write tolerance needs to be higher than this.

mergeTolerance 1e-6;

// ************************************************************************* //
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G Appendix: SULCOL

The pressure drop computation with a SULCOL 3.0.8 sizing program for a column
with a round cross-section and a diameter of 10 m. The mass �ux is calculated with
an inlet velocity of 2 m/s.
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